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My research agenda to-date has focused on:

- Making large language models accessible by improving efficiency.

- Training models to fulfill multiple criteria

Model Compression -

0 compact machine learning ®
DR. models to workin -
resource constrained

environments.

Model fragility and
R m security - deploy secure ‘ =

1 models that protect user
[ privacy.

= Cohere For AI

Fairness - imposes
constraint on
optimization that
reflects societal
norms of what is fair.

Model
Interpretability -
reliable
explanations for
model behavior.



| currently work on designing large scale
language models that are efficient,
multilingual, reliable and trustworthy.

If any of these topics are interesting the talk,
happy to discuss after the talk.



We are currently in a very exciting time for large language modeling
research.

1. Large language models can
help us understand the world
better by providing insights into
how language works.

2. They can be used to generate
content, such as stories and
poems, that can entertain and
inspire us.

3. They can be used to translate
languages, helping us to
communicate with people from
different cultures.

4. They can be used to Q .
summarize and extract Text tiny command:

information from large amounts US +1 (778) 718-8884
of text, making it easier for us to

consume and understand. UK 447488883681




We are currently in a very exciting time for large language modeling

research.

There are many things to do in
Lisbon! If you want to experience
the city like a local, | suggest you
try these things:

1. Take a walk through the Baixa
neighborhood. This is the best
way to get to know the city.

2. Go to a fado show. Fado is a
traditional form of Portuguese
singing that is often described as
being "mournful" or "yearning,"
and is typically accompanied by a
guitar.

3. Take a ride on the Santa
Apolonia train. It goes from the
Belem district to Cascais, and it
is a great way to see the city from

A Aiffarant anAla

Text tiny command:
US +1(778) 718-8884
UK 447488883681



While all of this is very exciting, in
the time we have together today
— | thought it might be fun to
understand how we got here.



| want to introduce you to Joseph Weizenbaum — who made one of the

chatbots called Eliza.

Eliza was based upon a popular
form of therapy (rogerian
therapy) — that involved
repeating back to the patient
what they just said.



Eliza used rules to determine the reply. There was no deep learning. You
can see how this can fall of a cliff quickly.

Talk to Eliza by typing your questions and answers in the input box.

> Hello, I am Eliza. I'll be your therapist today.

* IT'm giving a research talk tonight about large language models. Can you
give me 5 reasons large language models are exciting?

> Is it that you would like to be able to give you 5 reasons large language
models am exciting?

* Yes.

> I see. Let's explore that a bit more.

Pl

~

If Eliza couldn't identify a
keyword or phrase, it uses a

stock phrase, such as "Please ,

a bit more.” https://web.njit.edu/~ronkowit/eliza.ntml




Nonetheless, many users of Eliza were convinced of ELIZA's intelligence and
understanding.

Joseph became concerned when
he caught his secretary using the
program and telling it confidential
things about her boyfriend.

JOSEPH WEIZENBAUM

FROM JUDGMENT
TO CALCULATION




What separates Eliza from our
current chatbots? What allows for
research breakthroughs.

2012

1964 2017
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For most of computer science history — two very different i Goode
visions of how to make progress.

:
. 4
N w—a w———, -~
F o=y =% =1 wh - -

M e md =1 e -4 - -

"l
l.
i
T
i
i
i
bis
i
|

‘1
E0h%

1<}

11 1
I
11

Rule based expert systems
(ELIZA)
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Deep Neural Network
Approaches



Rule based systems dominated mainstream research efforts 09

from 1950-1980’s

Checkers (1956) Arthur Samuel (logic based search)

actual events

backup

= Cohere For AI Wiki Link


https://en.wikipedia.org/wiki/Arthur_Samuel

Researchers working on deep neural networks were marginalized for
several decades. This continued through 2012.

“Further discussion of it merely incumbers the literature
and befogs the mind of fellow students.”

» 2007: NIPS program committee rejects a paper on deep
learning by al. et. Hinton because they already accepted
a paper on deep learning and two papers on the same
topic would be excessive.

« ~2009: A reviewer tells Yoshua Bengio that papers
about neural nets have no place in ICML.

» ~2010: A CVPR reviewer rejects Yann LeCun’s paper
even though it beats the state-of-the-art. The reviewer
says that it tells us nothing about computer vision
because everything is learned.

Link


https://www2.cs.sfu.ca/~vaughan/teaching/894/papers/elephants.pdf

During this time, only a few countries preserved funding
for connectionist ideas.
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Breakthroughs in Digit Recognition (1998)

Image source: Yann Lecun . ,


http://yann.lecun.com/exdb/lenet/
https://www.cs.toronto.edu/~frossard/post/vgg16/
http://www.image-net.org/challenges/LSVRC/2012/supervision.pdf

We know in hindsight that the breakthrough for deep neural
networks was in 2012, when overnight AlexNet dominated ILSCVR.

AlexNet achieved a

top-5 error of 15.3%,

more than 10.8 =%
percentage points |
lower than that of the K=
runner up. M

Everyone switched to
convolutional neural
networks overnight.



This breakthrough was in part due to a lucky fluke.

Hardware designed for video games was repurposed for
training deep neural networks.

- GPUs developed for video games
- Good at parallelizing matrix multiplies

The Hardware Lottery
Sara Hooker

Google Research, Brain Team
shooker@google.com

Abstract

Hardware, systems and algorithms research communities have historically
had different incentive structures and fluctuating motivation to engage with
each other explicitly. This historical treatment is odd given that hardware
and software have frequently determined which research ideas succeed (and

fail). This essay introduces the term hardware lottery to describe when a .

research idea wins because it is suited to the available software and hard- Ll n k h e re P17
ware and not because the idea is superior to alternative research directions. ——

Examples from early computer science history illustrate how hardware lot-
teries can delay research progress by casting successful ideas as failures.



https://www2.cs.sfu.ca/~vaughan/teaching/894/papers/elephants.pdf

Overnight in 2012, everyone
switched to deep neural networks.

Perseverance over
decades led to the
breakthrough of deep
neural networks in 2012

computer vision. \\\\\\\\\\\\\\\\

1964 2017
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2017: The Transformer, the
culmination of a rich history of
language modelling

Attention Is All You Need

Ashish Vaswani™* Noam Shazeer* Niki Parmar* Jakob Uszkoreit*
Google Brain Google Brain Google Research Google Research
avaswani@google.com noam@google.com nikip@google.com usz@google.com

Llion Jones* Aidan N. Gomez* ELukasz Kaiser*
Google Research University of Toronto Google Brain
1llion@google.com aidan@cs.toronto.edu lukaszkaiser@google.com

Illia Polosukhin* ¥
illia.polosukhin@gmail.com



Transformers were a breakthrough at
modelling longer text dependencies.

Overnight everyone abandoned LSTMs and
switched to transformers.

Recurrent Neural Networks has a short reference window

Attention Mechanism has an infitnite reference window

As aliens entered our planet and began to,colonize earth a certain gr

H
. As aliens entered our planet
H

and began to colonize earth a certain group of extraterrestrials ... |

= Cohere For AI



Transformers are the shared
building block of almost all
large language models.

Perseverance over
decades led to the 2012

breakthrough of deep
neural networks in
computer vision.

|

Algorithm breakthrough
— everyone switches to 2017 2023
Transformers.

1964

= Cohere For AI



2017-2023: The great acceleration.



Pretraining on larger and larger datasets in an unsupervised

fashion.

Step 1:
Unsupervised
pre-training of
a transformer
model on a
massive web
crawled dataset
(i.e. train on
the internet).

= Cohere For AI

Text: Second Law of Robotics: A robot must obey the orders given it by human beings

Example #

1

Generated training examples

Input (features) Correct output (labels)
Second law of robotics - a
Second law of robotics - a robot
Second law of robotics 3 a robot must

https://jalammar.github.io/how-gpt3
-works-visualizations-animations/




Why do we pretrain?

= Cohere For AI



Changes in optimization strategy — previously, we would
finetuning the model one task at a time.

3 Fine-tuning

We wish to suggest a structure for the salt of deoxyribose
\\\\\V//////’ nucleic acid (D.NA). This structure has novel features

Fine-tuned model

©

Topic: Biology (97%)

esee
Y

which are of considerable biological interest.

) SR
esecee

©ecccscsoe
esvevense

Text Prediction

Small labeled
dAatacet

= Cohere For AI



Changes in optimization. This meant we would end up with
dedicated independent models for each downstream task:

Model for Tedlall Fer tapie Model for

sentiment
analysis

toxicity

categorization o :
mitigation

One custom model per task

= Cohere For AI



Changed to multi-task fine-tuning. Moving to a single global
model - train on multiple tasks at once.

3 Fine-tuning

We wish to suggest a structure for the salt of deoxyribose:
nucleic acid (DNA). This structure has novel features
which are of considerable biological interest.

Small labeled Texs

datacet

Fine-tuned model

[ "translate English to German: That is good."

Topic: Biology (97%)

"Das ist gut."

"not acceptable”

“cola sentence: The
course is jumping well."

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."

Prediction Figure 1: A diagram of our text-to-text framework. Every task we consider—including

Finetuning on a single

task

= Cohere For AI

—_—

translation, question answering, and classification—is cast as feeding our model
text as input and training it to generate some target text. This allows us to use the
same model, loss function, hyperparameters, etc. across our diverse set of tasks. It
also provides a standard testbed for the methods included in our empirical survey.
“T5” refers to our model, which we dub the “Text-to-Text Transfer Transformer”.

Finetuning on many
different tasks



Why is this a big deal - it transitions from having custom models for
each task to having a single task-general model that can perform a lot
of tasks, which only require zero or few examples

Model for
sentiment analysis
Single model
Model for topic trained on
categorization multi-task
finetuning
Model for toxicity
mitigation

= Cohere For AI



The role of data in recent
breakthroughs



There has been renewed interest in the types of data that lead to
powerful zero shot abilities — performing well on completely

unseen tasks.

Today 5:41 PM

and how to use it.

On the first day of school,

the day, he had made a few

to the rest of the year.

with them.

There once was a wizard fish

named Finneus who was very

excited to start his first year at a
boarding school underwater. He
was a bit nervous about making
new friends and getting used to
his new school, but he was also
excited to learn all about magic

Finneus was a bit shy and didn't
talk to anyone. But by the end of

friends and was looking forward

Every day, Finneus learned new
spells and potions and he loved
every minute of it. He also made
more friends and had lots of fun

Text tiny Command +1(778) 718-8884



It turns out two ingredients have been particularly
important at leading to breakthroughs in performance on
zero and few shot tasks:

1. Structuring multi-task finetuning data as questions
and answers.

= Cohere For AI



1. Structuring multi-task fine-tuning data as questions and

answers.

Step 1: Prompts

Read the Original Prompt

Quem foi a primeira mulher a se eleger presidente de um pais?
a) Dilma Roussef

b) Cristina Kirchner

c) Vigdis Finnbogadéttir

d) Margareth Thatcher

e) Jacinda Ardern

= Cohere For AI

Step 2: Completions

Read the Original Completion

Resposta correta: ¢) Vigdis Finnbogadéttir.

A Islandia foi o primeiro pais do mundo a eleger uma mulher
como presidente. Vigdis Finnbogadéttir foi eleita em 1980 e
governou o pais por 16 anos (1980-1996).



This combination — of multitask training and instruction style
improves zero shot performance.

90 Held-out clusters
. | pp—— Commonsense
70 / 63.5
61.9
59.3 59.2 60.8 — Average

55.0 NI

499
50 75"0& > Open-domain QA

30
# clusters: 1 2 3 4 5 6 7
(# datasets):  (11) (20) (26) (30) (34) (37) (39)

O N i~ &
@’QO \6\\ 00((\Q ((\GQ \@* (@(\0 ‘O'P
2 & 0 @° o°°

" © X © 3¢ 6") 5% 00

Clusters used for instruction tuning

Performance (%)
on held-out cluster

Finetuned language models are
< Cohere For AL zero-shot learners (Wei et al., 2021).



Zero shot is particularly helpful for data limited regimes. Why?

= Cohere For AI



Zero shot is particularly helpful for data limited regimes.
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e Data limited regimes struggle ToO reallze gains oOT
fine-tuning.

e Fine-tuning large language models can be expensive — would
be great if a model generalized to a task out of the box.

ACL Keynote,Conneau et al.
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https://drive.google.com/file/d/1tjeZz8xbEL4peXgUTcucO-4Kaz4Vm-rm/view
https://arxiv.org/abs/1911.02116

However, it also requires larger and larger models to take advantage of
instruction tuning (partly explaining our race to ever larger models).

Average zero-shot accuracy

on held-out tasks (%)

70 . ;
Instruction tuning

60

Untuned model
50

40

30

0.4B 2B 8B 688 137B

Model Size (# parameters)

Instruction tuning only improves performance on unseen tasks for models of certain size.

= Cohere For AI



https://ai.googleblog.com/2021/10/introducing-flan-more-generalizable.html

It turns out two ingredients have been particularly
important at leading to breakthroughs in chatbot
performance:

1. Structuring multi-task finetuning data as questions

and answers.
2. Integrating human feedback about preferences

= Cohere For AI



Which one do you prefer?

Prompt:

What are the 3 most common gasses in earth’s atmosphere?

LM outputs:

The atmosphere of Earth is a The atmosphere is commonly
o layer of gases retained by 0 known as air. The top gases

Earth's gravity... by volume that dry air ...
The air that surrounds the The atmosphere of Earth is

0 planet Earth contains various 0 the layer of gases, generally
gases. Nitrogen... known as air...

Human Feedback

@ 0-0=0-0 — % Preference RM

= Cohere For AI

Gather feedback -> train
model to align with
feedback.

Upweight answers that
humans find more
meaningful.



Emerging area of optimization - not a clear winner

w Reward Model:

Reinforcement Learning from Human Feedback (RLHF)
x: “write me a poem about

the history of jazz" la bel rewa rds

7\
ta - —> reward model
N

o
preference data maximum sample completions
likelihood

LM policy @
reinforcement learning

HvlraGX]Ea:ND,yNﬂg(yh:) [’I"d,(l’, y)} - IBID)KL [7'('9(y | Z’) || 7Tl'ef(y | $):|

w Synthetic & Good only Data

Human

w/o Reward Model:

Direct Preference Optimization (DPO)
x: v:r:tnmxc ypfe‘m about

t_va] > final LM

preference data

maxlmum

likelihood
7o(Yw | @) mo(yi | )
Lp0 (763 Tret) = —Ez o vy |logo [ flog Z2Fw 1T _ g1og TOWLLT)
orols; Ter) = Bt ”[ ¢ (5 Tt [2) % Tyt 2)

Sequence Likelihood Calibration
from Human Feedback (SLiC-HF)

Direct Prefzreiice Upumizavien-{DRO)
x: “write me a poem about
the history of jazz"
L e— .
| > :y. —_— final LM
preference data N T—
likelihood

Margin Triplet Contrastive Loss

L(6) = maz (0,6 — log Py(y™|x) + log Py(y~|x)) — Alog Pa(¥ret|X)

)




In summary, 2017-2023 has been a rollercoaster ride.

The original transformer was
applied to machine learning
transformation

2023 — breakthroughs in almost
all language tasks

English French Translation Quality
W e Conversation

\

Generation

GNMT (RNN) ConvS2S (CNN) Transformer

=« Cohere For AI Classification



So where are we now. Open
challenges | am currently
thinking about.



Challenge 1. The renewed
urgency for efficiency.



A rapid growth
in the size of
networks.
“Bigger is
better” race in
the number of
parameters.

= Cohere For AI

Petaflop/s-day
le+4
AlphaGoZero

le+2 Neural Machine

Translation

TI7 Dota 1vl
le+0
VGG
ResNets
le-2 AlexNet
3.4-month doubling
Deep Belief Nets and
layer-wise pretraining ‘
DQN
le
TD-Gammon v2.1 o
BiLSTM for Speech
e LeNet-5
NETtalk RNN for Speech
ALVINN
le-10
le-12 2-year doubling (Moore's Law)
1e-14 Perceptron ¢ First Era  Modern Era >
1960 1970 1980 1990 2000 2010 2020

Canziani et al., 2016, Open Al 2019



https://arxiv.org/pdf/1605.07678.pdf
https://openai.com/blog/ai-and-compute/

This characterizes both vision and NLP tasks.

Bird’s-eye View

Data Size Model Size Training Volumet
(billion words) (billion parameters) (trillion tokens)
40 20 oo 24 TR
30 15 1.8
110
20 10 83 1.2
10 5 0.6
8 003 5 0.103 : 040403 :
2 £ F O T EEEEEE T EEEEEE
= B g vseﬁééézg 03+ﬁ§§§32
§ g E'Eag ".‘5(-’%0 E'Eag 'T‘.H[—a.bo
: i< E: f H5% EF S
C 2 a
= =

=< Cohere For AI Link here [Sharir et al. 2020]



https://www.sciencedirect.com/science/article/pii/S0743731518308773
https://arxiv.org/pdf/2004.08900.pdf

Different regimes of scale appear to induce emergent abilities — model performance
which cannot be predicted from smaller models.
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Finetuning and few shot.

[Wei et al. 2022]



https://arxiv.org/pdf/2206.07682.pdf

A key limitation of this

approach:

Relationship between
weights and
generalization properties

is not well understood.



Why do we need so many weights in the first place?

1) Diminishing returns to adding more weights.

2) Many redundancies between weights

3) Intriguing relationship with data quantity and quality.

4) We can remove most weights after training.

5) Most weights necessary for representing a small fraction of the

dataset.



1. Diminishing returns to adding parameters. Millions of parameters
are needed to eek out additional gains.

ImageNet Top-1 Accurac
Model | Parameters” | Features | Image Size | Paper | Public Checkpoint” I 1
Inception v1° [69] 5.6M 1024 224 132 69.8
BN-Inception? [34] 10.2M 1024 224 74.8 74.0
Inception v3 [70] 21.8M 2048 299 78.8 78.0
Inception v4 [68] 41.1M 1536 299 80.0 80.2
Inception-ResNet v2 [68] 54.3M 1536 299 80.1 80.4
ResNet-50 v1¢ [29, 26, 25] 23.5M 2048 224 76.4 732
ResNet-101 v1 [29, 26, 25] 42.5M 2048 224 719 76.4
ResNet-152 v1 [29, 26, 25] 58.1M 2048 224 N/A 76.8 !
DenseNet-121 [31] 7.0M 1024 224 75.0 74.8
DenseNet-169 [31] 12.5M 1024 224 | 762 76.2 Almost
DenseNet-201 [31] 18.1M 1024 224 | 714 773 double the
MobileNet v1 [30] 3.2M 1024 224 70.6 70.7
MobileNet v2 [61] 2.2M 1280 224 | 720 71.8 amount of
MobileNet v2 (1.4) [61] 4.3M 1792 224 | 74.7 75.0 weights for a
NASNet-A Mobile [84] 4.2M 1056 224 74.0 74.0 . 0
NASNet-A Large [84] 84.7M 4032 331 | 827 82.7 gainin 2%
points.

Table: Kornblith et al., 2018 [Kaplan + 2020]



https://arxiv.org/pdf/1805.08974.pdf
https://arxiv.org/pdf/2001.08361.pdf

2. Redundancies Between Weights

Predicting Parameters in Deep Learning

Denil et al. find that a small
o el Ranent - Nondo de o set of weights can be used to

1University of Oxford, United Kingdom
217ni 5 ] s . . .
University of British Columbia, Canada (o)
3Université de Montréal, Canada / p re d | Ct 9 5 o OT wel g tS IN t e
4Facebook Inc., USA
{misha .denil,nando.de. freitas}@cs «OX.ac.uk
laurent.dinh@umontreal.ca network.

ranzato@fb.com

Abstract

We demonstrate that there is significant redundancy in the parameterization of
several deep learning models. Given only a few weight values for each feature it
is possible to accurately predict the remaining values. Moreover, we show that not
only can the parameter values be predicted, but many of them need not be learned
at all. We train several different architectures by learning only a small number of
weights and predicting the rest. In the best case we are able to predict more than
95% of the weights of a network without any drop in accuracy.

[[Denil et al., 2014]]



https://arxiv.org/abs/1306.0543

3. Intriguing relationship between weights and data.

Model

Size (# Parameters) Training Tokens

LaMDA (Thoppilan et al., 2022)
GPT-3 (Brown et al., 2020)
Jurassic (Lieber et al., 2021)

Gopher (Rae et al., 2021)

MT-NLG 530B (Smith et al., 2022)

137 Billion 168 Billion
175 Billion 300 Billion
178 Billion 300 Billion
280 Billion 300 Billion
530 Billion 270 Billion

Chinchilla

70 Billion 1.4 Trillion

Model size Training

Training data

(params) tokens (round) used (estimate)

How much data is that?
If 1 book is about 500KB of text (estimate)

Chinchilla/
70B 1.4 Trillion
250B 5 Trillion

500B 10 Trillion
1T 20 Trillion
10T 200 Trillion
100T 2 Quadrillion
250T 5 Quadrillion
500T 10 Quadrillion

2.3TB
8.3TB
16.6TB
33.3TB
333TB
3.3PB
8.3PB
16.6PB

More books than in...”

The Kindle store on Amazon US (6.4M).
All 30 libraries at Yale University (16.6M).
The Google Books collection (33.2M).
The US Library of Congress (66.6M).

All US public libraries combined (666M).
All bibles ever sold worldwide (6.6B).

A stack all the way to the Moon (16.6B).

4 books about every living human (33.2B).

Parameters

1T
—— Approach 1
1008 —— Approach 2
—— Approach 3
108 ---' Kaplan et al (2020)
Y¢  Chinchilla (70B)
1.08 Y Gopher (280B)
% GPT-3 (175B)
Y Megatron-Turing NLG (530B)
100M
4
10“]’_'017’ 1019 1021 1023 1025

FLOPs

[[Hoffman et al. 2022, blod]]



https://arxiv.org/abs/2203.15556
https://lifearchitect.ai/the-sky-is-bigger/

4. Most weights can be removed after training is finished (while only
losing a few % in test-set accuracy!)

Bl baseline Bl variational dropout
B magnitude pruning random pruning
0.80 .
With 90% of
0.75
. 0'70 the weights
B o o5 removed, a
o 0'60 ResNet-50 only
- 0'55 loses ~3% of
2 050 performance
- oas (for certain
0'40 pruning
0.5 0.6 0.7 0.8 0.9 1.0 methods).
Sparsity

[[The State of Sparsity in Deep Neural Networks, 2019, Gale, Elsen, Hooker]]



5. Across a variety of settings and modalities, we find that removing weights
causes models to loss performance on the long-tail. The majority of weights
(90% of all weights) are used to memorize very rare examples in the dataset.

CelebA Attribute % of Training Set
100

% of Training Set

) ) ) \Y AN e N
\)(\ .\\(\ .\\(‘ 30 ‘;(~\ OY N0
o Q \ WA Qe
& o ABRES When we
O o .
O g g e remove weights
o
models lose

performance on
rare examples.

Google [[Hooker et al. 2019, Hooker, Moorosi et al, 2020]]



https://arxiv.org/abs/1911.05248
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6. Recent work suggests that outliers are not an inherent property of LLMs at
scale

Google

Properties/abilities that are “present
in larger 1language models but not 1in
smaller ones”

Emergent outlier dimensions in LLMs’
hidden-states make Post Training
Quantization (PTQ) difficult for models
at scale (> 6B).

Our work shows that these emergent
properties are not inherent, but
depends on optimization choices made
during pretraining.

o
N
1

o
o
1

o
U
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Mean Performance
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125M 350M 1.3B 2.7B 6.7B 13B 30B 66B 150B
Parameter Count

Figure 1: Mean zero-shot accuracy on HellaSwag,
PIQA, LAMBADA, and WinoGrad. In contrast
to the OPT family, our models show minimal
degradation after simple vectorwise quantization.
Data points for OPT models are from (Dettmers
& Zettlemoyer, 2022).

[l
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https://arxiv.org/pdf/2305.19268.pdf
https://arxiv.org/abs/2206.07682

All this suggests that scale is a
highly expensive way to achieve certain
optimization properties, but not the
only way. We do not have a good

un erstanding of the relationship
between model capacity and learning.

~ Cohere For Al



Motivation: Understanding how varying model size impacts

generalization is an increasingly urgent question:

How do generalization

properties change as models

get bigger and bigger?

How does this impact
responsible deployment?
Fairness, robustness,

privacy.

: |
I Why do we need so many parameters to .

begin with?

- Deep neural networks appear to be an -

incredibly inefficient representation

|
- If most weights are redundant, why do :

we need them in the first place?
- Can these insights guide us to better

optimization protocols?



Point of comparison: our Brain is incredibly energy efficient.

Has over 85 billion neurons but runs on the
energy equivalent of an electric shaver

Key design choices to embed efficiency:
Specialized pathways

Simulate much of what we “see”

Log scale vision




A lot of my own research has focused on efficiency (both data and

weights). So happy to discuss any topics of interes

‘The State of Sparsity in Deep Neural Networks
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When does loss-based prioritization f:

WHEN LESS IS MORE: SIMPLIFYING INPUTS AIDS NEURAL
NETWORK UNDERSTANDING

Niel Teng Hu' Xinyu Hu? Rosanne Liu

Abstract
Not all examples are created equal, but standard
deep neural network training protocols reat cach
training point uniformly. Each example is prop-
agated forward and backwards through the net-
‘work the same amount of times, independent of
How much the example conributs 0 the leaming
protocol. Recent work has proposed ways 10 ac.
Eelerate iaining by doviating from thisuniform
treatment. Popular methods entail up-weighting
examples that contribute more (o the loss with
the i e W It e -

' Sara Hooker" Jason Yosinski

L Collective
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University Medical Center Freiburg
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University Medical Center Freiburg
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propagating cach forward and backwards through the net-
work the same amount of times results in redundancy and
ineff

nt use of training budget. Sara Hooker
Recent work proposes accelerating training by treating data Google Brain
fere " 2019 nd . L Collective

examples differently. Jiang et al. (2019) and Katharopou-
los & Fleuret (2018) have proposed loss-based sampling
methods to speed up deep neural network training by e
phasizing the high loss examples. Although such methods

shooker@google. com

Rosanne Liu

Google Brain

ML Collective
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Studying the impact of magnitude pruning on contrastive learning methods
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Our analysis suggests the schedule of the pruning
method implementation matters. We find that the
negative impact of sparsity on the quality of the
learned representation i the highest when pruning
s introduced early-on in training phase.

‘metrics such as the number of PIEs (Hooker et al.,
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Figure 1. Tmpact of pruning on the learned representation.
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Estimating Example Difficulty using Variance of Gradienty

RANDOMNESS IN NEURAL NETWORK TRAININ,
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Donglin Zhuang
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KEEP THE GRADIENTS FLOWING: USING GRADIENT FLOW TO
STUDY SPARSE NETWORK OPTIMIZATION
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ABSTRACT

Training sparse networks to converge to the same performance as dense neural architec-
tures has proved to be elusive. Recent work suggests that initialization is the key. However,
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Challenge 2: Reliability and
Auditing



A lot of the research of our group has focused on measuring mode

‘WHEN LESS IS MORE: SIMPLIFYING INPUTS AIDS NEURAL
NETWORK UNDERSTANDING

robustness and brittleness
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THE (UN)RELIABILITY OF SALIENCY METHODS

Pieter-Jan Kindermans| Sara Hooker; Julius Adebayo
Google Brain'
ikinder, shooker}@google.com

Dumitru Erhan, Been Kim

ABSTRACT

Saliency methods aim to explain the predictions of deep neural networks. These
‘methods lack reliability when the explanation is sensitive to factors that do not
contribute to the model prediction. We use a simple and common pre-processing

adding a constant shift to the input data— to show that a transformation
With o effect on the model can cause numerous methods (o incorreely aiibute
In order to guarantee reliability, we posit that methods should Fulfil input invari-

A Tale Of Two Long Tails
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ABSTRACT

“The popularity and widespread use of pruning and quantizaton is driven by the severe resource

mitic (e -3 tocamcy). Homorc overl oy s dapogocsoaily igh sroes
on  small ubset of examples; we cal this subset Compression Identifed Exemplars (CIE). We
further esablish that for CIE examples, compression amplifis existing algorithmi bias. Pruning
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with respect to transformations of the iny
that saliency methods that do not satisfy if
tribution.

Patterns

A surprisingly sticky belief is that a machine learning model merely reflects existing algorithmic bias in the
dataset and does not itself contribute to harm. Why, despite clear evidence to the contrary, does the
myth of the impartial model still hold allure for so many within our research community? Algorithms
are not impartial, and some design choices are better than others. Recognizing how model design im-
pacts harm opens up new mitigation techniques that are less burdensome than comprehensive data
collection.

@ CellPress .
OPEN ACG

Moving beyond “algorithmic bias is a data problem”

‘Sara Hooker':*
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On the Challenges of Using Black-Box APIs
for Toxicity Evaluation in Research

Luiza Pozzobon
Cohere for AT
luiza@cohere. com

Beyza Ermis Patrick Lewis
Cohere for AT Cohere
beyza@cohere. com patrick@cohere. com

Sara Hooker
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Abstract

Perception of toxicity evolves over time and often differs between geographics and cultural back-
grounds. Similarly, black-box commercially available APIs for detecting toxicity, such as the Per-
spective API, are not static, but frequently retrained to address any unattended weaknesses and
biases. We evaluate the implications of these changes on the reproducibility of findings that com-
pare the relative merits of models and methods that aim to curb toxicity. Our findings suggest that
rescarch that relied on inherited automatic toxicity scores to compare models and techniques may
have resulted in inaccurate findings. Rescoring all models from HELM, a widely respected living
benchmark, for toxicity with the recent version of the API led to a different ranking of widely used
foundation models. We suggest caution in applying apples-to-apples comparisons between studies
and lay r s for a more structured approach to evaluating toxicity over time. Code
and data are available at https://github.com/for-ai/black-box-api-challenges.

FAIR-Ensemble: When Fairness Naturally Emerges
From Deep Ensembling

Daniel D’souza*
Cohere For AI Community

‘Wei-Yin Ko*
Cohere For AI Community

Karina Nguyen
UC Berkeley, Cohere For Al
Community

Sara Hooker
Cohere For AT

Randall Balestriero
Meta AI, FAIR

Abstract

Ensembling independent deep neural networks (DNNs) is a simple and effective way to improve top-line metrics and
to outperform larger single models. In this work, we go beyond top-line metrics and instead explore the impact of

|-ensembling on subgroup performances. Surprisingly, even with a simple homogenous ensemble — all the individual
models share the same training set, architecture, and design choices — we find compelling and powerful gains in
worst-k and minority group performance, i.e. fairness naturally emerges from ensembling. We show that the gains
in performance from ensembling for the minority group continue for far longer than for the majority group as more
models are added. Our work establishes that simple DNN ensembles can be a powerful tool for alleviating disparate

| impact from DNN classifiers, thus curbing algorithmic harm. We also explore why this is the case. We find that
oven in homogencous ensembles, varying the sources of stochasticity through parameter initialization, mini-batch
ampling, and the dat realizations, results in different fairness outcomes.
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Important generalization challenges which need to be
addressed:

1. Hallucinations
2. Difficulty updating to reflect new information.
3. Auditing at scale



Hallucinations — LLM will always generate a response (no ability
to abstain from answering).

Open research

Sara Hooker is an ice skater who
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2. As soon as a model is trained, it becomes out of date.

|tls a beautiful day in Santa Results for Santa Monica, CA  ® Use precise location
Monica, with clear skies and a 2 557 i Weather
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3. We often need to understand where models performance is
brittle. However, human validation of model behavior is infeasible at
scale.
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Siddiqui et al. 2022



https://arxiv.org/pdf/2303.00586.pdf

Leveraging model signal to
audit large scale datasets

wided by the Computer Vision Foundation.
it is identical to the accepted version:
broceedings is available on IEEE

Estimating Example Difficulty using Variance of Gradients

Agarwal Daniel D'souza Sara Hooker
MDSR Lab Adobe ML Collectiv Google Researt

ail.

Abstract

In machine learning, a question of great interest is un-
derstanding what examples are challenging for a model to
ing atypical examples ensures the safe de-
ployment of models, isolates samples that require further
human inspection and provides interpretability into model
behavior: In this work, we propose Variance of Gradients
(VoG) as a valuable and ¢
difficulty and to surface a tr
lenging example
that data points with high VoG scores are far more di
for the model to learn and over-index on corrupted or mem-
zed examples. Further, restricting the evaluation to the
set instances with the lowest VoG improves the model’s
generalization performance. Finally, we show that VoG is a
valuable and efficient ranking for out-of-distribution detec-
tion.

surface a subset of relatively more challenging examples for
human inspection help prioritize limited human annotation
and auditing time. Despite the urgency of this use-case,
ranking examples by difficulty has had limited treatment in
the context of deep neural networks due to the computa-
tional cost of ranking a high dimensional feature space.

. A popular interpretabiliy

based on their contribution to the final output [
ever, these explanations are typically for a single pret
generated after the model is trained. Our goal is
10 leverage these explanations to automatically surface a
subset of relatively more challenging examples for human
inspection to help prioritize limited human annotation and
auditing time. To this end, we propose a ranking method
across all examples that instead measures the per-example
change in explanations over training. Examples that are dif-
ficult for a model to learn will exhibit higher variance in

Metadata Archaeology: Unearthing Data Subsets
by Leveraging Training Dynamics

Shoaib Ahmed Siddiqui Nitarshan Rajkumar
University of Cambridge University of Cambridge
msas3@cam.ac.uk nr500Qcam. ac.uk

Tegan Maharaj David Krueger
University of Toronto University of Cambridge
tegan.maharaj@utoronto.ca dsk30@cam.ac.uk

Sara Hooker
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Abstract

WHAT DO COMPRESSED DEEP NEURAL NETWORKS FORGET?

Sara Hooker *  Aaron Courville Gregory Clark ‘Yann Dauphin Andrea Frome
Google Brain MILA Google Google Brain Google Brain

ABSTRACT

Deep neural network pruning and quantization techniques have demonstrated it is possible
to achieve high levels of compression with surprisingly little degradation to test set accuracy.
However, this measure of performance conceals significant differences in how different
classes and images are impacted by model compression techniques. We find that models
with radically different numbers of weights have comparable top-line performance metrics
but diverge considerably in behavior on a narrow subset of the dataset. This small subset of
data points, which we term Pruning Identified Exemplars (PIEs), are systematically more
impacted by the introduction of sparsity. Our work is the first to provide a formal framework
for auditing the disparate harm incurred by compression and a way to quantify the trade-
offs involved. An understanding of this disparate impact is critical given the widespread
deployment of compressed models in the wild.



Challenge 3: Making sure no
language is left behind.



“The limits of my language means the
limits of my world.”

— Ludwig Wittgenstein

= Cohere For AI



There are at least 7,102 living languages in the world.

1,313 in 1,064 in

2,301 are in Asia 2,138 in Africa the Pacific = the Americas
There are: | | | |
e 7,102 languages in the
World Europe has the least, with 286 —T

e Around 400 languages
have more than 1M

Sources: Ethnologue: Languages of the World, Eighteenth edition THE WASHINGTON POST

At-risk languages

Spea kerS and @ Critically endangered @ Seriously endangered ~ Endangered
e around 1,200 languages , e, g
have more than 100k e et o
e 2000 have fewer than a i g e N T

1,000 speakers . : 5 »""i'i

Sources: Alliance for Linguistic Diversity, UNESCO
GENE THORP AND KEVIN SCHAUL/THE WASHINGTON POST

< Cohere For Al Sebastian Ruder Keynote, Washington Post



https://drive.google.com/file/d/1T8aGnKxO7vRclhjfeDKEiARmsor5Cvsa/view
https://www.washingtonpost.com/news/worldviews/wp/2015/04/23/the-worlds-languages-in-7-maps-and-charts/

Languages are not treated equally by researchers. Some languages have
received disproportionate attention and focus in NLP.

Language # of papers per  # of speakers (in
million speakers millions)
Irish 9235 0.2
Basque 2430 0.5

Number of papers

German 179 83 \ in top NLP venues
referencin
English 63 550 g

language per 1

Chinese 11 1000 million speakers.
’ [Van Etch et al.
Hausa 1.5 70 2022]
Nigerian Pidgin 0.4 30

< Cohere For Al Sebastian Ruder Keynote


https://drive.google.com/file/d/1T8aGnKxO7vRclhjfeDKEiARmsor5Cvsa/view
http://www.lrec-conf.org/proceedings/lrec2022/pdf/2022.lrec-1.538.pdf
http://www.lrec-conf.org/proceedings/lrec2022/pdf/2022.lrec-1.538.pdf

This uneven coverage also means that many languages have been left out of
the technological progress.

Multilingual Model Name

Number of Languages Trained On (pre-training)

BLOOM 46
mT5 101
XGLM 30

e

Open source multilingual state of art Large
Language Models (LLM) are pre-trained a
smaller subset of available languages.

= Cohere For AI




Why have some languages been left behind in technological progress?

Much of our data in large language model
training comes from the internet.

Composition of the Pile by Category

= Academic * Internet = Prose * Dialogue * Misc

Bibliotik

PubMed Central ArXiv
Subtitles
StackExchange IRC
PMA
FreeLaw USPTO NIH OpenWebText2 Wikipedia ml YT |

Figure 1: Treemap of Pile components by effective size.

= Cohere For AI



The composition of languages on the internet reflects the composition of
early users.

English Is the Internet's

5% of the world speaks English at Universal Language

o .
home , yet 63.7% of internet Share of websites using selected languages vs. estimated
communication is in Engllsh . share of internet users speaking those languages”

® % of websites @ % of internet user

%5 ‘ 2.5 242 2020

63.7

Russian Spanish French German
19.4
1 3 5.2 0.7 Sht/

English

Chinese Arabic  Portuguese

* Websites as of February 2022, internet users as of 2021.
Sources: W3Techs, Internet World Stats

< Cohere For AI Statista


https://www.statista.com/chart/26884/languages-on-the-internet/

Under-resourced languages may have limited data available....

® 10 o
§ 10 \?
An astounding 80% P LR
of languages have No-text: _ ~ L o880
no-text available = |80% of TR
anguages 0 2 3 4 5 s 107
on 1y ~1 4@@ 9ad /‘6 Unll‘:beleldudata1 (()log) 10 v
Language resource distribution (total
languages have text F(oaw-text: speaker population size reflected by color
corpus for NLP 5% of [Joshi et al., 2020]

modeling. anguages | [ :—

5.7M 30M 1.2B 188 2.2B
Number of speakers

< Cohere For AI Sebastian Ruder Keynote


https://drive.google.com/file/d/1T8aGnKxO7vRclhjfeDKEiARmsor5Cvsa/view

The long-tail of multilinguality, few high resource languages and many sparsely

Dataset size (in GB)

populated languages.

S
W

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

—
S
)

5 It .
(=) (e
—_ [=) —

th |e—————

B CommonCrawl B Wikipedia

ACL Keynote,Conneau et al.

= Cohere For AI



https://drive.google.com/file/d/1tjeZz8xbEL4peXgUTcucO-4Kaz4Vm-rm/view
https://arxiv.org/abs/1911.02116

Often the data that is available is also low quality...

“44 of the 65
languages that we
audited for CCAligned
containing under 50%
correct sentences, and
19 of the 20 in
WikiMatrix.”

= Cohere For AI

100

80 1
60 1 )/

40 1

20 1

...are this percent correct or less.

_ == CCAligned

™" —#— ParaCrawl
= WikiMatrix
—p— OSCAR
-&- mC4

0 20 40

60 80 100

This percent of language corpora in this dataset...

Figure 1: Fraction of languages in each dataset below
a given quality threshold (percent correct).

Kreutzer at al.



https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00447/109285

... or may be difficult to generalize from.

One of the most commonly used

low resource corpus is JW300 -

is very specialized religious
corpus. From translated

Jehovah witness writings. This
leads to very specialized

language that may not
generalize to other settings
we care about.
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“WATCHTOWER

ANNOUNCING JEHOVAH'S KINGDOM

Agic et al.



https://aclanthology.org/P19-1310/

The under-indexing of certain languages is also driven by
access to compute resources.

The double-low resource bind 3.0
refers to the co-occurence
of limited data availability
and high compute costs.

N
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Nigeria: 0.52

Germany: 0.08

e Mobile data, compute,
and other computational
resources may often be
expensive or unavailable
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Figure 1: Cost of mobile data by country per language
rank according to the taxonomy by Joshi et al. (2020).
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https://arxiv.org/abs/2110.03036

While considerable work has focused on English language instruct style
datasets, far less has explored the benefits for a multilingual setting.
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Most relevant is work released in November 2022 by Muennighoff et al.
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Figure 1: An overview of datasets in xP3. Datasets added to P3 in this work are marked bold. Yellow datasets are

trained on. Green datasets are held out for evaluation.
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Added multilingual
and program
synthesis datasets
to P3.

Muennighoff et al.



https://arxiv.org/pdf/2211.01786.pdf
https://arxiv.org/pdf/2211.01786.pdf

Observed boosts in performance over base multilingual models.

N XGLM-7.5B EEE BLOOMZ-P3
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mTk-13B B mTO0-13B
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Sentence Completion (XCOPA & XStoryCloze) Natural Language Inference (XNLI) Coreference Resolution (XWinograd)

Figure 4: Zero-shot multilingual task generalization with English prompts. BLOOM models have 176 billion
parameters. Scores are the language average for each task. Appendix §B breaks down performance by language.

Muennighoff et al.
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https://arxiv.org/pdf/2211.01786.pdf

This is despite the datasets added only covering 46 languages, and
having no human feedback optimization.
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Sentence Completion (XCOPA & XStoryCloze) Natural Language Inference (XNLI) Coreference Resolution (XWinograd)

Figure 4: Zero-shot multilingual task generalization with English prompts. BLOOM models have 176 billion
parameters. Scores are the language average for each task. Appendix §B breaks down performance by language.

Muennighoff et al.
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https://arxiv.org/pdf/2211.01786.pdf

There are plenty of low hanging fruit for improving the performance of
multilingual on zero-shot and held-out test set settings.

e Human feedback loop optimization for
multilingual

e Native speaker generation of templates
for available multilingual datasets

e Auditing the quality of existing
multilingual datasets

e Coverage of languages

e Exploring data augmentation strategies.

e Understanding multi-task weighting
strategies.
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Multi Institutional effort with researchers from industry and academia.
Compute provided by C4Al. Over 100+ countries represented.
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Open science commitment — We

model.

Community Project - Instruct Multilingual

Gohere For Al

Aya: An Open Science
Initiative to Accelerate
Multilingual Al Progress

Our gosl is to accelerate NLP breakthroughs for the
rest of the world's languages through open science.

liah

Community Project - Instruct Multilingual

Just a step more...

Chovse vour Courtry

What is Aya?

ave focused on English, leaving other languages behind. One of the
s to high-quality examples of multiingual text
s open science research project.

Recent breakthroughs in NLP technol
biggest hurdles to improving multiingusl model perform: acy
In January 2023 the Cohere For Al community set out on an ambiti

With members from over
to make meaningful contributi
high-quality multlingual dataset. In sharing t
technology for
ological prog

rage the great strength of our diversity
5. Our ultimate gol s to release &

support future projects that aim to build

o ensure no language is left behind.

You can learn more about the multlingua research pro s, and join our next open to all monthly

meeting in the di

How it Works?

Task1 Task 2

ehink s reat.

improve it

will release Aya dataset

and

>{ Community Project - Instruct Multilingual

Task 1

Task Type
Task 1
Prompt 2
If you have any additional feedback, please type it in here..
o

Completion

If you have any additional feedback, please type it in here.

Submit fedback

¥ Welcome <USER>

LeaderBonrd

User login by country and language

Task selection

Feedback for prompt/completion

Leaderboard

33



Why are we calling this project AYA?

a fern and is a West African symbol of “endurance, independence, defiance
against difficulties, hardiness, perseverance, and resourcefulness.
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This is an active open science project — part of our commitment of
collaborating widely with other institutions to contribute research.

You can join the open science community if you want to get involved in the
project.

N
Our Open Science Community

We’re not just another research group. We are the open science community to conduct top-tier ML
research while creating more points of entry into the field.

Our research community is a space where researchers, engineers, linguists, social scientists, and
lifelong learners connect and collaborate with each other. We come together from over 100
countries around the world and support large and small scale research collaborations.

Y
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Where does that leave us?



Exciting time to do research:

Recent breakthroughs have unlocked more interesting problems
Role of data has again begun to take on renewed importance

Underexplored directions in multilingual, efficiency (both algorithmic,
hardware<>algorithm co-design, in the data space).

Important reliability issues - hallucinations, ability to update models
efficiently.



Let's open up to discussion
and questions.



Questions?

Feel free to reach
out:

sarahooker@cohere.com
= Cohere For AI



