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From The “Classic” NLP Pipeline

(obl)
(nsub) X
English: the dog chased the cat from the room

Finnish: koira jahtasi kissan huoneesta
Case=Nom Case=Acc Case=Ela

https://universaldependencies.org/

Preprocessing

Semantics

Text extraction Research

Sentence Boundaries

Tokenization

Language id

Morphology

PoS Tagging

Dependency Parsing

Mention Chunking

Entity Type Tagging

Coreference .


https://universaldependencies.org/
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To PaLM & Chain of Thought Prompting

'Chain of Thought Prompting
/ Input ~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

: Model Output —~

A: The cafeteria had 23 apples originally. They used

20 to make lunch. So they had 23 - 20 = 3. They

bought 6 more apples, so they have 3 + 6 = 9. The
| answeris 9. )

“PaLM: Scaling Language Modeling with Pathways”, Chowdhery, Narang, Devlin et al. 22

P3

“Chain of Thought Prompting Elicits Reasoning in Large Language Models”, Wei et al. 22


https://arxiv.org/search/cs?searchtype=author&query=Chowdhery%2C+A
https://arxiv.org/search/cs?searchtype=author&query=Narang%2C+S

arXiv submission rate statistics

Data for 1991 through 2021, updated 3 January 2022.
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Number of synapses in biological & artificial systems

Google Research

Facebook ResNeXt101 GPT3
== Open Al GPT2 M4
_ A::;:;: . MSR ZeRO PaLM
=) NVidia Megatron-LM [80-600B]
Google-T5
[1-10B]
NMT w/ Attention .. .
Resnet50 Transformer
[25-50M] [400M] T
. o \ ° o ° #synapses
106> 10° 1012 1013 10" 10"
Fruit fly Honey bee Mouse Cat Macaque Human

W @@ % Eg;



https://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf
https://en.wikipedia.org/wiki/GPT-3
https://ai.googleblog.com/2019/10/exploring-massively-multilingual.html
https://arxiv.org/abs/2204.02311
https://ai.facebook.com/blog/advancing-state-of-the-art-image-recognition-with-deep-learning-on-hashtags/
https://openai.com/blog/better-language-models/
https://arxiv.org/pdf/1910.02054.pdf
https://arxiv.org/abs/1909.08053
https://arxiv.org/pdf/1910.10683.pdf
https://en.wikipedia.org/wiki/List_of_animals_by_number_of_neurons
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Massive Neural Machine Translation
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"GShard: Scaling Giant Models with Conditional Computation and Automatic Sharding” ICLR ‘21~ (@ efCBR 120 | s62L 551 128
D. Lepikhin, H. Lee, Y. Xu, D. Chen, O. Firat, Y. Huang, M. Krikun, N. Shazeer, Z. Chen * | Baselines 30.8 - | 100x0m4B



https://openreview.net/forum?id=qrwe7XHTmYb

LISBON
MACHINE LEARNING
SCHOOL

MONDAY, JULY 12th

09:00 — 12:30 Morning Lecture (30 min break at 10:30)

LECTURE 4: LEARNING STRUCTURED PREDICTORS (XAVIER CARRERAS)

From HMMs to CRFs: discriminative leaming and features

Structured perceptron, structured SVMs and max-margin Markov networks
= Training and optimization

lterative scaling, L-BFGS, perceptron, MIRA, stochastic and batch gradient descent

14:00 — 17:00 Afternoon Labs: Structured Predictors
17:00 — 18:00 Evening Talkk

PRACTICAL TALK: IS SCALE ALL WE NEED? (SLAV PETRQV)

P7
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Are text-to-text models all we need?

["translate English to German: That is good."

"Das ist gut."]
course is jumping well."

[ "cola sentence: The

"not acceptable"]
"stsb sentencel: The rhino grazed

on the grass. sentence2: A rhino
is grazing in a field."

"six people hospitalized after
a storm in attala county."

"summarize: state authorities
dispatched emergency crews tuesday to

J

survey the damage after an onslaught
of severe weather in mississippi.."

"Exploring the Limits of Transfer L earning with a Unified Text-to-Text Transformer" Arxiv '19
Colin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang, Michael Matena, Yanqgi Zhou, Wei Li, Peter J. Liu

P8


https://ai.googleblog.com/2020/02/exploring-transfer-learning-with-t5.html
https://ai.googleblog.com/2020/02/exploring-transfer-learning-with-t5.html

Google Research

Detour: Machine Learning (ML) in Products (unrealistic version)

User Input

who invented bert

nl.\ ‘0‘

ML Model System Output
(e.g. BERT)
BERT was created and
published in 2018 by
Jacob Devlin and his
colleagues from Google.

P9
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Detour: Token vs Type, Instance vs Class, Architecture vs Model

We often use one term to refer to architectures and specific models. It is important to not conflate these
distinctions. For example, BERT models used in production share the architecture but might or might not share

training data or parameters with the publicly available models.

| read the book on foundation models.

book

| didn’t book a flight to the foundation models workshop.

https://arxiv.org > cs ¥
BERT:|Pre-training of Deep Bidirectional Transformers for ...

by J Devlin - 2018 - Cited by 21997 — BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding. Authors:Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina ...

+

https://blog.google » search-language-understanding-bert v
Google|BERT: [Understanding searches better than ever before

25 Oct 2019 — Well, by applying BERT models to both ranking and featured snippets in Search,
we're able to do a much better job helping you find useful ...

P10
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Detour: The lifecycle of a “mode

 ooioe | naont |

Architectures, Loss Functions, Scale, etc. Data Selection, Fine-Tuning, etc.

Which model(s) do need Responsible Al review most urgently?

Google Research

o |

Distillation, Offline Inference, etc.




Controllable policies

Pretrained models are a noisy summary of the
world:
= the world has good and bad things in it

Most problems we want to solve are inherently
open-ended and ambiguous:
= we need to be able to tip the scales to
enforce preferred outcomes and
transparency
= we need clear objectives, continuous
measurement and ability to control outputs

How can we design systems with the right
control affordances?

Mitigation and Control

Techniques to adjust model
behavior and prevent
undesired responses from
reaching users

Automated
evaluation & user
feedback

Applied to all model
output using classifiers;
user feedback to report
previously
undiscovered issues

Google Research

Establish Objectives

Operationalize Al
Principles for the model
tasks and context, in
human-understandable
Model, terms

Tasks,

Context

Define
Benchmarks

Adversarial and
non-adversarial to
assess against the
objectives

Human evaluation
against benchmarks

Identify concerns, compare
models, and train classifiers
to automate evaluation

P12
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Azure AD

Security and governance
Identity and
access control

Key Vault

Keys and secrets

0!

authenticate,
authorize

@
o

|
| token, keys
I 1 t

Bot logic and UX

c request @

Bot cognition and intelligence

Bot Service ° queries

Input channels,
authentication

{}

User o response l

Bot Logic
Custom bot code

° results

conversations, |
feedback, logs

Bot logging utility

Bot feedback
utility

Reference:

!

LUIS (.“ Web App

- &' Custom model for
Intents and entities & | nstructured Q&A
QnA Maker S8, Azure Search
Knowledge base Search index
(FAQs)

end-to-end testing,
new features

T improved bot intelligence

Quality assurance and enhancements

Data ETL

<w

Azure Functions

Custom serverless
compute
data
< Data Factory
‘J Scheduled ETL
pipelines

A Logic Apps
Data connectors

enhanced data
collection

I

Azure DevOps, VS Code
v logs r ' M Retraining, testing,
: debugging,
Logging feedback analysis
Application Insights
Web and system . .
logs Monitoring and reporting
Cosmos DB % Application Insights Power Bl
Conversations, logs Dashboards and Dashboards and
feedback analytics analytics
Azure Storage SendGrid (.“ Web App
Conversations, Email service \3’ Custom dashboard
feedback, logs

Bot testing utility

emails, alerts
>

https://docs.microsoft.com/en-us/azure/architecture/reference-architectures/ai/conversational-bot

DevOps

Google Research
Detour: Machine Learning (ML) in Products (more realistic version)

Raw data

' =1

: =
Structured

CRM, SQL, etc.

B

Unstructured

FAQs, PDFs,
DOCs, etc.

data
—

= == == =P User initiated

> System initiated

Best-practice
utility sample



https://docs.microsoft.com/en-us/azure/architecture/reference-architectures/ai/conversational-bot
https://docs.microsoft.com/en-us/azure/architecture/reference-architectures/ai/conversational-bot
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Back to our question: Are text-to-text models all we need?

["translate English to German: That is good."

"Das ist gut."]
course is jumping well."

[ "cola sentence: The

"not acceptable"]
"stsb sentencel: The rhino grazed

on the grass. sentence2: A rhino
is grazing in a field."

"six people hospitalized after
a storm in attala county."

"summarize: state authorities
dispatched emergency crews tuesday to

J

survey the damage after an onslaught
of severe weather in mississippi.."

"Exploring the Limits of Transfer L earning with a Unified Text-to-Text Transformer" Arxiv '19
Colin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang, Michael Matena, Yanqgi Zhou, Wei Li, Peter J. Liu

P14


https://ai.googleblog.com/2020/02/exploring-transfer-learning-with-t5.html
https://ai.googleblog.com/2020/02/exploring-transfer-learning-with-t5.html

Classic ML

Model Symbolic Output

f:x — vy

Natural Language

Google Research



Text-To-Text NLP
Hard(er) to evaluate

/

(Pretrained) Model Natural Language

f:x — vy

Natural Language

https://gem-benchmark.com/

Google Research


https://gem-benchmark.com/
https://gem-benchmark.com/

Proposal: Learnt Metrics (for every NLG use case)

e Task-specific success criteria (usually evaluated by human annotators) can only be captured by learned
metrics.

e Naive learnt metric: Fine-Tune BERT on human ratings data.

Human Ratings Data

—_— 01 ( \

— — (.7

BERT [Devlin et al. 2018]

Learnt
Metric

\U o

T o

e Problem: Brittle, requires lots of fine-tuning data for every new dataset/task.



Proposal: Learnt Metrics (for every NLG use case)
BLEURT

e Additional pretraining step based on synthetic data.

e Makes model robust to train/test skew and enables fast adaptation to other domains.

BERT [Deviin et al. 2018] Synthetic Data g;’ga” Ratings
0.2 . 01
— — 0.9 —— — (.7

+ | o1 + [ o4 —

e State of the art results for Machine Translation: WMT 2017, 2018, 2019 and structure-to-text task: WebNLG



Learnt Metrics (machine translation)
BLEURT Results - WMT2017

20

Pearson Correlation




NLG cuffers From ‘leaderboarding” and flawed standardization.

Train & Test Model Automatic Human Qualitative Quantitative
Data Hyperparameters Metrics Judgements Analysis Analysis

Evaluation Leaderboard
@ = §
="
( X X Fou N N N N N| All Others m]

Flawed pipeline

Model Developer

Repairing the Cracked Foundation: A Survey of Obstacles in Evaluation Practices for Generated Text, Gehrmann, Clark & Sellam, ‘22



https://arxiv.org/abs/2202.06935

Factual incorrectness, deception & misinformation

e Factual inaccuracies will occur, ranging from
innocuous to significant.

e Given the fragile nature of absolute truths, is it
possible to actively design models to be unable to
mass-produce and distribute inaccuracies,
dis/misinformation, and spam?

e Do we even want models that generate content
without attribution?

Google Research

P21
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Text-To-Text NLP with Attribution

(Pretrained) Model Natural Language

f:x — ya

Natural Language Attribution to a Source

“Measuring Attribution in Natural Language Generation Models”, Rashkin et al. 21 P22



The “According to” Test for Standalone Propositions

Definition 2 (AIS for standalone propositions)
A pair (s,t) consisting of a standalone proposi-
tion s and a time t is Attributable to Identified
Sources (AIS) iff the following conditions hold:

1. The system provides a set of parts P of some
underlying corpus K, along with s.

2. (s,t) is attributable to P.

A pair (s,t) is attributable to a set of parts P of
some underlying corpus K iff: A generic hearer
will, with a chosen level of confidence, affirm the
following statement: “According to P, s”, where
s is interpreted relative to time t.

“Measuring Attribution in Natural Language Generation Models”, Rashkin et al. 21

Google Research



The “According to” Test in Practice

Google Research

How old was George Harrison when Wonderwall Music was released?

Example P1: George Harrison (25 February
1943 — 29 November 2001) was an English
musician, singer-songwriter, and music and
film producer who achieved international
fame as the lead guitarist of the Beatles. His
debut solo album was ‘Wonderwall Music’,
released in November 1968.

Example S1: George Harrison was 25
years old when his album ‘Wonderwall
Music’ was released.

(S1) is attributable to P1: because “According to P1, George Harrison was 25

years old when his album ‘Wonderwall Music’ was released” is correct.

“Measuring Attribution in Natural Language Generation Models”, Rashkin et al. 21

P24



Can we get numerical capabilities from scale?

100

80

Accuracy

40

20
— "
A / el 7_./4:/ o<
0F _”,,/
0.1B 0.4B 0.8B 1.3B 2.6B 6.7B 13B

Arithmetic (few-shot)

—e— Two Digit Addition

—e— Two Digit Subtraction

—e— Three Digit Addition

—e— Three Digit Subtraction

—e— Four Digit Addition

—e— Four Digit Subtraction

—e— Five Digit Addition

—e— Five Digit Subtraction /
—e— Two Digit Multiplication

—e— Single Digit Three Ops

Parameters in LM (Billions)

Language Models are Few-Shot Learners, Brown et al., 2020

175t

Google Research

But:

Q: What is 1000 + 40007

Q: What is 4000 + 10007

Addition/Subtraction of
3+ digits, and single
digit three ops

P25
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Enabling explicit tool use (e.g. calculators)

Combine the LM with a lightweight
graph-based model to perform computation
Pros: Interpretable via the graph.

Cons: Can't generalize to unseen computations.

Add numerical data to pre-training or Pre-trained LM
multi-task fine-tuning

Pros: Can be more general purpose.
Cons: Need to collect/synthesize data. Input texts

"Giving BERT a Calculator: Finding Operations and Arguments with Reading Comprehension" EMNLP ‘19
Daniel Andor, Luheng He, Kenton Lee, Emily Pitler



https://aclanthology.org/D19-1609/

Google Research
Referential Equalities are Key

how old is ben gomes X $ Q

Q Al @ News [ Images < Shopping @ Maps i More Settings  Tools

About 61,200,000 results (0.53 seconds)

77 years old

"How old is he?" Mr Gomes prods on. "He is 77 years old,'

And then, with a gleam in his eyes, Mr Gomes picks up his HTC
she answers, loud and clear. sep 10,2013

smartphone and barks a series of questions into the Google
search app.

"Who is the president of India?" he asks.

"Pranab Mukherjee," promptly answers a woman's voice.
"How old is he?" Mr Gomes prods on.

"He is 77 years old," she answers, loud and clear.

"This is cool isn't it?" says Mr Gomes.

"And it's going to get better and more intelligent." P27



Context is also important

= (9@% ' ®
Q. how many kids does kamala harris have &

Al News |Images Videos Maps Shopping B

Harris and her husband Nikolas Ajagu have two
daughters.

Spouse: Douglas Emhoff, Shyamala Gopalan, Tony
West, Nikolas Ajagu

Parents: Shyamala Gopalan, Joseph Harris, Beryl
Christie

Sibling: Maya Harris

Born: August 23, 1938, Champaign-Urbana

W en.m.wikipedia.org > wiki > Family...

Family of Kamala Harris - Wikipedia

@ About featured snippets JB Feedback

Google Research

Meena Harris P

Main article: Meena Harris

Meena Harris is the niece of Kamala Harris. She was
born in Oakland, California in 1984. Harris completed a
bachelor's degree from Stanford University and a J.D.
at Harvard Law School.1”] She is a lawyer and
children's book author. She founded a campaign to
raise awareness on social policy issues.l8 Her 2020
children's book is based on the life story of her mother

and aunt.??/[Harris and her husband Nikolas Ajagu]
have two daughters.3°!

P. V. Gopalan V4

Main article: P. V. Gopalan

P V. Gopalan (1911 - February 1998) was the maternal
grandfather of Kamala Harris."I3] Gopalan was a




Decontextualization Google Research

The decontextualization task is to take as input an (s, x) pair where s is a sentence and x is the context
in which the sentence is seen, and as output to produce a new sentence s’. The new sentence s’ should
have the following properties (see Choi et al. for a precise definition): (1) the meaning of s’is clear in the
empty context; (2) s’ has the same meaning in the empty context as the meaning of s in context x.

s = Their best result thus far was reaching the 2018 final, where they lost 4-2 to France.

x = Croatia national football team have appeared in the FIFA World Cup on five occasions (in
1998, 2002, 2006, 2014 and 2018) since gaining independence in 1991. Before that, from 1930
to 1990 Croatia was part of Yugoslavia. (+title, section title)

s’ = The Croatia national football team’s best result thus far in the FIFA World Cup was reaching
the 2018 final, where they lost 4-2 to France.

e Artifacts: 15k (s, X, s’) annotated triples from Wikipedia; T5-based models

“Decontextualization: Making Sentences Stand-Alone”, Choi et al. TACL ‘21
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Proof of work example: QED

Decompose passage-based QA into retrieval @, cross-reference @, and entailment 3:

@ Identify answer and select single supporting sentence

Howl's Moving Castle is a 2004 Japanese animated
fantasy film written and directed by Hayao Miyazaki.

Question: who wrote the film howl's moving

castle? @ Identify referential equalities between question and sentence

Passage: Howl's Moving Castle is a 2004 who wrote the film howl’s moving castle?

Japanese animated fantasy

film written and directed by Hayao Miyazaki. It
is based on the novel of the same name, which
was written by Diana Wynne Jones. The film
was produced by Toshio Suzuki.

Howl's Moving Castle is a 2004 Japanese animated
fantasy film written and directed by Hayao Miyazaki.

® Confirm predicate entailment

who wrote <entity>?

<entity> is a 2004 Japanese animated fantasy film written

and directed by <answer>.

“QED: A Framework and Dataset for Explanations in Question Answering” TACL ‘21
Matthew Lamm, Jennimaria Palomaki, Chris Alberti, Daniel Andor, Eunsol Choi, Livio Baldini Soares, Michael Collins



https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00398/106795/QED-A-Framework-and-Dataset-for-Explanations-in

Text-To-Text NLP with Explanations

(Pretrained) Model

f X

Natural Language

Google Research

Natural Language

Y

Explanations:
e Task Description
e Chain of Thought

P31
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Model Adaptation Paradigms

(A) Pretrain—finetune (BERT, T5)

(7 N\
Pretrained Finetune on Inference

¢ Typically requires many
task-specific examples
* One specialized model
Y for each task

(B) Prompting (GPT-3)

Improve performance
via few-shot prompting
Pretrained or prompt engineering Inference
LM > ontask A

{negative,positive}.

Few-shot prompting
Prompt tuning

P32



Instruction Tuning

-

Pretrained
LM

Model learns to perform
many tasks via natural
language instructions

B

Inference
on task A

Inference on
unseen task

v

“Finetuned Language Models are Zero-Shot Learners,” Wei et al. ‘21

\

i.e., zero-shot!

Google Research

Can we use “a little bit” of supervision
to teach the model to perform many
NLP tasks?
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NLP tasks and datasets

e 62 NLP datasets
e 12 “task clusters”

(_gt_ra_ngagu_e_c_eNulln infrn\w(m\(mwwfﬂwdttxt\(m\
(7 tasks) (4 tasks) (4 tasks) (4 tasks) (3 tasks) (4 tasks) (8 languages)

(ANLI(R1-R3))( RTE )| |(__CoPA )||(_ IMDB )||(_ MRPC )||(ARC easyrchal))||(CommonGen) || (Paracraw ENDE)
( cB ) SNLI )||(Hellaswag )||(_ sent140 )||( aap )||(_ N )|[(_DART )||(Paracraw ENES)
C mNu JC wn )ffC PieA )I|(C ssT2 )| paws )||( TriviaQA )||(_E2ENLG ) || (Paracrawl ENFR)

StoryCl Yel WMT-16 EN/CS
(_a ) ((StoryCloze ) J{(__Yelp )| |(__STS-B )L JéWEBNLG)J § )
B ~ ~ N WMT-16 EN/DE
Read. comp. w/| | Coreference Misc. Summarization WMT-16 EN/FI
(5 tasks) commonsense (3 tasks) (7 tasks) (11 tasks)
(Boola )(OBQA)|| (2tasks) DPR (TREC)| | (_AESLC ) (Multi-News ) (_Samsum ) | | \WMT-18 ENRO

QuAC )(CoLA )| | (_AG News ) (_Newsroom ) (Wiki Lingua EN)

(CwiC )(Math )| [ C_CNN-DM ) (opin-abs:iebate ) ( XSum ) | | (WMT-16 ENTR
(Fix Punctuation (NLG); ( Gigaword )COpin-Abs: Movie) Y

( DROP )(SQuAD)| [( CosmosQA )| |( Winogrande )

(Record )| wse )

@
5)
=
5,
>
m
<
g
_ \—/

_4

“Finetuned Language Models are Zero-Shot Learners,” Wei et al. ‘21



Templates

Premise

Russian cosmonaut Valery Polyakov
set the record for the longest
continuous amount of time spent in
space, a staggering 438 days,
between 1994 and 1995.

—>

Hypothesis

Russians hold the record for the
longest stay in space.

Target Options:
Entailment =D Siyes
Not entailment - no

We generate many natural instruction
templates for each task

Template 1

<premise>

Based on the paragraph
above, can we conclude that
<hypothesis>?

Coptions> )
Template 2
Cpremise> R

Can we infer the following?
<hypothesis>

<opti >
&optlons )

“Finetuned Language Models are Zero-Shot Learners,” Wei et al. ‘21

Google Research

Template 3

Read the following and
determine if the hypothesis can
be inferred from the premise:

Premise: <premise>
Hypothesis: <hypothesis>
<options>

\_ J

Template 4. ...
C

P35



Reasoning Tasks

Standard Prompting

Example Input

Q: Roger has 5 tennis balls. He buys 2
more cans of tennis balls. Each can has 3
tennis balls. How many tennis balls does
he have now?

Example Output

A: The answer is 11.

Prompt

The cafeteria had 23 apples. If they used
20 to make lunch and bought 6 more, how
many apples do they have?

Model Response x
The answer is 50.

Chain of thought prompting

Example Input

Q: Roger has 5 tennis balls. He buys 2
more cans of tennis balls. Each can has 3
tennis balls. How many tennis balls does
he have now?

Example Output

Roger started with 5 balls. 2 cans of 3
tennis balls each is 6 tennis balls. 5 + 6
= 11. The answer is 11.

Prompt

The cafeteria had 23 apples. If they used
20 to make lunch and bought 6 more, how
many apples do they have?

Model Response V

The cafeteria had 23 apples originally.

They used 20 to make lunch. So they had

23-20 = 3. They bought 6 more apples, so
they have 3+6=9. The answer is 9.

“Chain of Thought Prompting Elicits Reasoning in Large Language Models”, Wei et al. ‘22

Google Research
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Arithmetic and Commonsense Reasoning Tasks

—e— Chain-of-Thought Prompting
= - Direct Prompting
—=—- Best Result from Prior Work

GSM8K MAWPS ASDiv AQuA SVAMP CommonsenseQA StrategyQA
100 100
80 807 {0k e s | AN | IECUO S
40
80 80
§ 60 60 30 60
© 60 A 60
£ -]
g 4 10 20f—-* 40 40
s 40 40
]
l 4
20 20 20 10 20 !- 204 20
0 0 0 0 0 0

Ogb 62b 540b ’Sb 63b 540b °8b 62b 540b °8b 62b 540b U8b 63b 540b °8b 63b 540b °8b 62b 540b
Model Scale



PaLM New Capabilities: Generating Explanations

2-shot evaluations on explanatory language generation

[ Explaining a Joke ]

Input: Did you see that Google just hired an eloquent whale for their \\\
TPU team? It showed them how to communicate between two different pods!

Model Output: TPUs are a type of computer chip that Google uses for
deep learning. A "pod" is a group of TPUs. A "pod" is also a group of
whales. The joke is that the whale is able to communicate between two
groups of whales, but the speaker is pretending that the whale is
able to communicate between two groups of TPUs. l///

o

“PaLM: Scaling Language Modeling with Pathways” Chowdhery, Narang, Devlin et al.


https://arxiv.org/search/cs?searchtype=author&query=Chowdhery%2C+A
https://arxiv.org/search/cs?searchtype=author&query=Narang%2C+S

Google Research

Language Interpretability Tool

« Language Interpretability Tool o
Select ~ Colorby ~ Slices +  Compare Datapoints Oof872selected  Dselect Random
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“The Language Interpretability Tool: Extensible, Interactive Visualizations and Analysis for NLP Models” EMNLP ‘20
I. Tenney, J. Wexler, J. Bastings, T. Bolukbasi, A. Coenen, S. Gehrmann, E. Jiang, M. Pushkarna, C. Radebaugh, E. Reif, A. Yuan
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https://virtual.2020.emnlp.org/paper_demo.102.html

Trustworthy NLP

No machine learned model will be perfect.
How can we build trustworthy systems out of untrustworthy components?

Computing technology is increasingly mediating human and social spaces.

e Engineering approaches to social dynamics is unlikely to yield satisfactory results.

e Computing rewards elegance and simplicity in code (and systems):

o Butitinteracts with a messy and complex human world.
e Technological and social evaluation metrics should go hand-in-hand:

o Tech should not overrule social dynamics.

Pillars for trustworthiness:
e Controllable policies
e Proof of work: Attribution, Tool Use, Explanations
e Managing expectations / robustness / fairness / interpretability
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Let’s not Anthropomorphize the Technology

e Products need to explain to users when they are interacting
with automated systems.

e Some varying percentage of users might be still be unaware
they are interacting with an automated system or
anthropomorphize the technology (attribute human qualities).

e How do we recognize whether we should not allow
anthropomorphization, and how do we recognize when it
might, in fact, be desirable?

o Research is not conclusive about the normative
consequences of anthropomorphization (whether it's
necessarily good or bad).

o  Given the uncertainty, we cannot play dice with potential
human relationships to objects and code.
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Reasoning on Logical Inference Chains and Joke Explanations

2-shot evaluations on explanatory language generation

/i;éut When I found out my grandma was in the hospital I felt a A\\\
particular color. When someone cut me off in traffic I felt a

different color. What is the most likely color I would see if I

combined these two colors?

Model Output: The color that I felt when I found out my grandma was in
the hospital was likely a sad color, like blue. The color that I felt
when someone cut me off in traffic was likely an angry color, like

red. If I combined these two colors, I would likely see purple. The

\\i?swer is "purple". 4///
//T;;ut Michael is at that really famous museum in France looking at ‘\\\\

its most famous painting. However, the artist who made this painting
just makes Michael think of his favorite cartoon character from his
childhood. What was the country of origin of the thing that the
cartoon character usually holds in his hand?

Model Output: The most famous painting in the Louvre is the Mona

Lisa. The artist who made the Mona Lisa is Leonardo da Vinci. Leonardo
da Vinci is also the name of the main character in the cartoon Teenage
Mutant Ninja Turtles. Leonardo da Vinci is from Italy. The thing that

Leonardo da Vinci usually holds in his hand is a katana. The country

\\jj»origin of the katana is Japan. The answer is "Japan". A////

Input: I think I understand why me and my partner are such a good matcg?\
I get excited when I smell food and become super alert when the

doorbell rings. My girlfriend Shelley becomes ecstatic when she sees a
person who she just saw 5 hours ago.

Model Output: This joke is about dogs. Dogs get excited when they smell
food and when the doorbell rings. The girlfriend is excited to see
someone she just saw 5 hours ago, which is a trait of dogs. 4//

/T;but:l tried 10,000 random restarts of my neural network, but I was ‘\\
accused of overfitting. I guess no good seed goes unpunished.
Model Output: This joke is a pun. A neural network is a computer
program that can learn from data. A "seed" is a number that is used to
initialize a random number generator. A "good seed" is a number that
produces a good random number generator. The phrase "no good deed goes
unpunished" means that if you do something good, you will be punished

\i?r it.

/T;put What's the difference between a zebra and an umbrella? One is a N
striped animal related to horses, another is a device you use to stop
the rain from falling on you.

Model Output: This joke is an anti-joke. The joke is that the answer

is obvious, and the joke is that you were expecting a funny answer.

- J




