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Zero-Shot

Q: ‘Nude Descending A Staircase’ is perhaps the most famous painting by 
which 20th century artist? 

A: …. 



Prompt Template

Q: {Question}

A: {Answer}



Few-Shot

Q: Which President of the Philippines was deposed in 1986?

A: Marcos

Q: Who was president of the USA at the outbreak of World War I?

A: Wilson 

Q: ‘Nude Descending A Staircase’ is perhaps the most famous painting by 
which 20th century artist? 

A: …



Today's Talk

● "Multitask prompted training enables zero-shot task generalization" 

● Punchline -> 

Training on many NLP tasks improves generalization to new unseen tasks.

● Artifact  ->

T0 - A smaller model with strong zero-shot prompting abilities

Sanh et al. (2022)



Outline

● Preliminary Work
○ Datasets

○ How many data points is a prompt worth

● T0

● Context: BigScience



Preliminary Work: Datasets

(Lhoest et al, 2021)



Datasets: Tour of the library



Datasets: Internals

Apache Arrow:

● language-independent columnar memory format
● memory-mapping to load terabytes of data without using RAM
● zero-copy reads for fast data access without serialization overhead

○ <1ms latency even on billion-scale datasets
○ end-to-end zero-copy to deep-learning frameworks

*jax not fully end-to-end

*



Dataset cards

● document the datasets
● community-driven
● dynamic
● search by task/lang/etc.

● standardized types
● get feature names
● types across dataset



Datasets:  Meta-Datasets 

● Benchmarks: LM Evaluation Harness

● Workshops / Shared tasks: GEM

● Robustness evaluation: Robustness Gym



Preliminary Work:
How many data points is a prompt worth?

(Le Scao et al, 2021)



Finetuning with Prompting

1. Start from pre-trained language 
model

2. Modify labeled training data to 
prompted form

Natural language decathlon (McCann et al. 2018) - GPT2 (Radford et al. 2019) - GPT3 (Brown et al. 2020) - T5 (Raffel et al. 2019) - 
PET (Schick et al. 2020) - Zero-shot text classification (Puri et al. 2019)



Goals

● Sanity check the use of prompts in training.

● Does training with prompts improve over standard labels? 

● How can we measure that difference? 



Experimental setup
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RoBERTa-Large
Testing on SuperGLUE + MNLI

Best of 4 runs on every data size

● Linear classification head
● Fine-tuned via backpropagation on 

the predicted class

● Task-adaptation with a prompt   (3-4 
different prompts per task)

● Fine-tuned via backpropagation on 
the predicted output token



Choice of prompts
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Prompts from It’s Not Just Size That Matters (Schick and Schütze 2020) For 
BoolQ, for example:

● {passage}. Question: {question}? Answer: ….
● {passage}. Based on the previous passage, {question}?.... 



Data Advantage
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Performance vs. dataset size on 
BoolQ for the classifier model.



Data Advantage
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Performance vs. dataset size on 
BoolQ for the classifier and 
prompting models.



Data Advantage
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The prompted model reaches 
0.75 accuracy with 1132 data 
points less than the classifier.



Data Advantage
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Over the whole region, the 
prompted model is 752 data 
points ahead of the classifier on 
average.



Data advantage (all tasks)
BoolQ
752±46

CB
90±2

COPA
288±242

MNLI
3506±536

(x log scale)

MultiRC
384±378

RTE
282±34

WSC
281±137

WiC
-424±74
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What we know

● Does the model understand the prompt? 
○ Probably not. (Webson & Pavlick, 2022)

● Does the prompt need to be human understandable?
○ Not clear, particularly in few-shot versions.

● What can we say?
○ Language is a convenient modality for task encoding.



T0

(Sanh et al, 2022)



Research Question

● Can we induce zero-shot task transfer through pretraining on prompts?

● Practical benefit -> Smaller models with zero-shot ability

● Research -> Generic pretraining versus targeted induction. 



T5

Text-to-Text 
Transfer 

Transformer

Review: T5



T5 

The cabs ____ the same rates as those 
____ by horse-drawn cabs and were ____ 
quite popular, ____ the Prince of Wales 
(the ____ King Edward VII) travelled in 
____. The cabs quickly ____ known as 
"hummingbirds" for ____ noise made by 
their motors and their distinctive 
black and ____ livery. Passengers ____ 
____ the interior fittings were ____ 
when compared to ____ cabs but there 
____ some complaints ____ the ____ 
lighting made them too ____ to those 
outside ____.

charged, used, initially, even, 
future, became, the, yellow, 
reported, that, luxurious, 
horse-drawn, were that, 
internal, conspicuous, cab

T5 - Unsupervised Pretraining Stage

when reporting performance we 
are allowed to select a 
different checkpoint for each …

T5 (Raffel et al. 2019), T5+LM (Lester et al. 2021)

For example, we might train a 
single model on many tasks, but T5+LM



T0 Recipe

● Produce templates for turning a large set of datasets to prompts.

● Pretrain T5 LM on those prompts for a significant amount of time.

● Evaluate model on tasks it has not seen before.



Task Dataset Prompt Instances

Increasing 
generalization

(i.i.d.) new 
examples

new 
instructions 

new domain

new “skill”

Generalization





PromptSource:
Prompts for Training



Closed-book question answering
http://www.autosweblog.com/cat/trivia-questions-from-the-50s

who was frank sinatra? a: an american singer, actor, and producer.

Paraphrase identification
https://www.usingenglish.com/forum/threads/60200-Do-these-sentences-mean-the-same

Do these sentences mean the same? No other boy in this class is as smart as the boy. No other boy is as smart as the boy 
in this class.

Natural Language Inference
https://ell.stackexchange.com/questions/121446/what-does-this-sentence-imply

If I say: He has worked there for 3 years. does this imply that he is still working at the moment of speaking?

Summarization
https://blog.nytsoi.net/tag/reddit

... Lately I’ve been seeing a pattern regarding videos stolen from other YouTube channels, reuploaded and monetized with 
ads. These videos are then mass posted on Reddit by bots masquerading as real users. tl;dr: Spambots are posting links to 
stolen videos on Reddit, copying comments from others to masquerade as legitimate users.

Pronoun resolution
https://nursecheung.com/ati-teas-guide-to-english-language-usage-understanding-pronouns/

Jennifer is a vegetarian, so she will order a nonmeat entrée. In this example, the pronoun she is used to refer to Jennifer.

http://www.autosweblog.com/cat/trivia-questions-from-the-50s
https://www.usingenglish.com/forum/threads/60200-Do-these-sentences-mean-the-same
https://ell.stackexchange.com/questions/121446/what-does-this-sentence-imply
https://blog.nytsoi.net/tag/reddit
https://nursecheung.com/ati-teas-guide-to-english-language-usage-understanding-pronouns/






Prompt Template Language









Number of prompted datasets: 180

Number of prompts: 2085



Prompt Template Language



https://github.com/bigscience-workshop/promptsource 

https://github.com/bigscience-workshop/promptsource


Extensions: BigBIO



Comparison: Natural Instructions v2

● PromptSource was post-hoc instruction generation 

● PromptSource has less tasks, but multiple instructions per task

● PromptSource tasks are single language. 

Wang et al. 2022



T0 - Experiments





Experimental Details

● Based on T5-LM model , 11B parameters 

● Comparison to GPT-3 (6.7, 13, 175 B parameters)

● Uniformly sampled from datasets and prompts

● Evaluated on held out task types, across prompts 





Performance on held-out tasks



BIG-Bench

● Evaluation data set meant to test very different tasks 

● Comparison with 3 Google LMs (8.5B, 28B, 68B) 

● Three versions of T0 11B trained with different tasks.



BIG-Bench
Based only on the information contained in a brief quote from Wikipedia, answer whether the 
related claim is True, False or Neither. Use Neither when the Wikipedia quote does not provide the 
necessary information to resolve the question. Input: {claim}  ….  



Performance on BIG-Bench subset



T0 (~8 prompts per dataset)1 prompt per dataset

More prompts are better than one



T0 (~8 prompts per dataset)1 prompt per dataset

More prompts are better than one



T0

Adding datasets (usually) helps

T0+ (more datasets) T0++ (even more datasets)



T0

Adding datasets (usually) helps

T0+ (more datasets) T0++ (even more datasets)







T0 = 11B parameters



Caveats

● Task accuracy is dependent on the prompt format / wording

● For each of these tasks numbers are low in an absolute sense (zero-shot)

● Approach does not extend automatically to in-context learning (Natural 
instructions Wang et al. 2022)

● No evidence (in this work) of prompt understanding in a complex sense



Usage



from "Prompt Consistency for Zero-Shot Task Generalization", Zhou et al. 2022



from "Few-Shot Parameter-Efficient Fine-Tuning is Better and Cheaper than In-Context Learning", Liu et al. 2022



http://prompt.vizhub.ai/ 
From PromptIDE , Strobelt et al. 2022

http://prompt.vizhub.ai/


Epilogue:
BLOOM



Large-scale Public Compute

Jean Zay supercomputer at Orsay, France.

● Cumulated peak performance of 28 Pflop/s with a total of 2696 Nvidia V100 GPUs
● JZ 3 expands to 3,152 GPUs (V100s and A100s) - use time: 3 months
● Omni-PAth interconnection network 100 Gb/s : 4 links per converged node
● Parallel storage w/capacity of 2.2 PB SSD disks (GridScaler GS18K SSD)



How to Train a Language Model

LLM

Biomedical/Mathematics/Historical

Carbon footprint

Engineering/scaling

Collaborations

Interpretability & Visualization Accessibility

Tokenization Organization/social impact

Evaluation Model

Data

Extrinsic

Bias & Fairness

Few-shot

Intrinsic

Multilinguality

Approach

Architecture

Metadata

Multilinguality

Prompt engineering

Retrieval

Governance Sourcing

Tooling

Legal Privacy



Open Reporting



Release: BLOOM



https://github.com/bigscience-workshop/t-zero 
https://huggingface.co/bigscience/T0{p,pp,_3B} 

https://github.com/bigscience-workshop/t-zero
https://huggingface.co/bigscience/T0%7Bp,pp,_3B

