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What is structured data?
Bipartite data that consists of atomic elements and 
structure that links the elements together.

The behaviour/meaning of structured object depends on 
both these aspects and their interaction.

Two problems in machine learning 
 - How do we represent structured data? 
 - How do we generate structure data?

To answer these questions, we will focus on neural 
network models of sequences.
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In a shocking finding, scientist discovered a herd of unicorns 
living in a remote, previously unexplored valley, in the Andes 
Mountains. Even more surprising to the researchers was the fact 
that the unicorns spoke perfect English.

“When we approached them, they said, ‘If you come any closer, we’ll 
kill you,’” recounted one of the researchers. “We asked them what their 
problem was, and they said, ‘It’s a long story.’ They also said that we 
would never understand their problem because we’re too stupid.” 

The unicorns spoke of a terrible blight that had been visited upon them 
by the government of Ecuador, which had decided to grant the 
unicorns “human rights” after receiving a $4 million donation from the 
nation of Qatar. 

“The money was intended to provide us with clean water, but instead 
they used it to pay for legal fees to protect us,” said one of the 
unicorns. “The next thing we knew, they were forcing us to get jobs, or 
else they’d seize our horns.”

https://www.gwern.net/GPT-3
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Outline: Part I
• Recurrent neural networks 

• Application: language models 

• Learning challenges and solutions 

• Vanishing gradients 

• Long short-term memories 

• Gated recurrent units 

• Break



• In some applications, we want to condition on sequential 
data and make a prediction 

• Examples: read a review and decide whether it is positive 
or negative; read a blog post and predict who wrote it 

• In other applications, we want to generate sequential data 

• Examples: machine translation, summarization, “natural 
language generation”, image generation, text to speech, 
speech to text, playing a game by making a sequence of 
actions … 

• (in many of these, we need to do both!)

Representing Sequential Data 
Recurrent Neural Networks



Example: Language Models
A language model assigns probabilities to a sequence 
of words . 

It is convenient (but not necessary) to decompose this 
probability using the chain rule, as follows:

w = (w1, w2, . . . , w`)
<latexit sha1_base64="mZExrxC8xpcsHnaeA/xNE1rKJaI=">AAACFnicbVBNS8MwGE79nPOr6tFLcAgT5minoBdh6MXjBPcBaylpmm1haVOS1DHKfoUX/4oXD4p4FW/+G9OtB918IOTJ87wved/HjxmVyrK+jaXlldW19cJGcXNre2fX3NtvSZ4ITJqYMy46PpKE0Yg0FVWMdGJBUOgz0vaHN5nffiBCUh7dq3FM3BD1I9qjGCkteeap43MWyHGor3Q0gVewPPLsChx5tQp0WMCVzB6pQxibnHhmyapaU8BFYuekBHI0PPPLCThOQhIpzJCUXduKlZsioShmZFJ0EklihIeoT7qaRigk0k2na03gsVYC2ONCn0jBqfq7I0WhzCbXlSFSAznvZeJ/XjdRvUs3pVGcKBLh2Ue9hEHFYZYRDKggWLGxJggLqmeFeIAEwkonWdQh2PMrL5JWrWqfVWt356X6dR5HARyCI1AGNrgAdXALGqAJMHgEz+AVvBlPxovxbnzMSpeMvOcA/IHx+QMurJ4d</latexit>

p(w) = p(w1)⇥ p(w2 | w1)⇥ p(w3 | w1, w2)⇥ · · ·⇥
p(w` | w1, . . . , w`�1)

=
Ỳ

t=1

p(wt | w1, . . . , wt�1)
<latexit sha1_base64="+DnecbmJaFUiNkscjvuPycYxh3Y=">AAACwHicbVFdb9MwFHXC1ygfK/DIyxUVUydtVdIhwUulabzwOCS6TapL5Djuas2JU/uGqUT5k7wg/g2OG1Wj40qJj8+559q+Ny2VtBhFf4LwwcNHj5/sPe09e/7i5X7/1esLqyvDxZRrpc1VyqxQshBTlKjEVWkEy1MlLtObz61++UMYK3XxDdelmOfsupALyRk6Kun/Loc01Sqz69wt9W1zCAcTKIe3SXwIFGUurN+NgeYyg136ZEsfud94q1GeabTbHe0dAF2tKpZ5V02FUs3WCkdAlc9vi3gRjiF2V/HGCdDS6CypcRI33ztvWwbvHL4p4P147KxJfxCNIh9wH8QdGJAuzpP+L5ppXuWiQK6YtbM4KnFeM4OSK9H0aGVFyfgNuxYzBwvmHjav/QAaeO+YDBbauK9A8OxdR81y23bYZeYMl3ZXa8n/abMKF5/mtSzKCkXBNwctKgWooZ0mZNIIjmrtAONGursCXzLDOLqZ91wT4t0n3wcX41F8Mhp//TA4PevasUfekndkSGLykZySL+ScTAkPJgEPVJCHZ+Ey1OFqkxoGnecN+SfCn38BA/LS4g==</latexit>
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modeling the probability of the next word, given the history 
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Example: Language Models
The chain rule reduces the language modeling problem to 
modeling the probability of the next word, given the history 
of preceding words.

Thus,  

    (i) For conditioning problems, we need to represent a 
        sequence. 

  (ii) For generation problems, we need to represent a 
      sequence — the history at each time step.

How do we represent an 
arbitrarily long sequence? 

 
We will train a neural network to 

build a representation of sequences of 
unbounded length.



Feature Induction

In linear regression, the goal is to learn W and b such that 
F is minimized for a dataset D consisting of M training 
instances. An engineer must select/design x carefully.
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M
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In linear regression, the goal is to learn W and b such that 
F is minimized for a dataset D consisting of M training 
instances. An engineer must select/design x carefully.

ŷ = Wx+ b

F =
1

M

MX

i=1

||ŷi � yi||22

Use “naive features” x and learn their transformations 
(conjunctions, nonlinear transformation, etc.) into h.

h = g(Vx+ c)

ŷ = Wh+ b
“nonlinear regression”



Feature Induction

• What functions can this parametric form compute? 

• If h is big enough (i.e., enough dimensions), it can 
represent any vector-valued function to any degree of 
precision 

• This is a much more powerful regression model! 

• You can think of h as “induced features” in a linear classifier 

• The network did the job of a feature engineer

h = g(Vx+ c)

ŷ = Wh+ b
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Recurrent Neural Networks
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ŷt = Wht + b



Recurrent Neural Networks

h = g(Vx+ c)
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ŷt = Wht + b

ht�1



Recurrent Neural Networks

x1

h1

ŷ1
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How do we train the RNN’s parameters?
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ŷ3

x2

h2
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F

Recurrent Neural Networks

• The unrolled graph is a well-formed (DAG) 
computation graph—we can run backprop 

• Parameters are tied across time, derivatives are 
aggregated across all time steps  

• This is historically called “backpropagation 
through time” (BPTT)
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ŷ4

x3

h3

ŷ3
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ŷ4

x3

h3

ŷ3
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ŷ4

x3

h3

ŷ3
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Parameter tying also came up when learning the transition 
matrix for HMMs!



Parameter Tying
• Why do we want to tie parameters? 

• Reduce the number of parameters to be learned  

• Deal with arbitrarily long sequences 

• What if we always have short sequences? 

• Maybe you might untie parameters, then. But you 
wouldn’t have an RNN anymore!



What else can we do?
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“Read and summarize”

x1

h1

x4

h4

x3

h3

x2

h2

h0

F

ŷ

y

ht = g(Vxt +Uht�1 + c)

ŷ = Wh|x| + b

Summarize a sequence into a single vector. 
(This will be useful later…)
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View 2: Recursive Definition
• Recall how to construct a list recursively: 

base case  
     [] is a list (the empty list) 
     
induction 
     [t | h] where t is a list and h is an atom is a list 

• RNNs define functions that compute representations recursively according to 
this definition of a list. 

• Define (learn) a representation of the base case 

• Learn a representation of the inductive step 

• Any structured object that you can construct recursively, you can obtain 
an “embedding” of with neural networks using this general strategy
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History-based LMs

p(w) =p(w1)⇥
p(w2 | w1)⇥
p(w3 | w1, w2)⇥
p(w4 | w1, w2, w3)⇥
· · ·<latexit sha1_base64="W2KIkB0HOcOjg4XCalTwnRRjKHA=">AAACenicbVFNSwMxEM2uX7V+VT2KECzWFqXstgW9CEUvHhWsFrqlZLOpDc1ulmTWUpb+CP+aN3+JFw9maxFrO5DJ4703TDLjx4JrcJwPy15ZXVvfyG3mt7Z3dvcK+wdPWiaKshaVQqq2TzQTPGIt4CBYO1aMhL5gz/7wNtOfX5nSXEaPMI5ZNyQvEe9zSsBQvcJbXPZ8KQI9Ds2VjiYVfI1LcXnUcyvYAx4yjT0vX8IZVcNeyAO8VKv/ahcm1RYNjXlDlurzLo8GEnSvUHSqzjTwInBnoIhmcd8rvHuBpEnIIqCCaN1xnRi6KVHAqWCTvJdoFhM6JC+sY2BETMNuOh3dBJ8aJsB9qcyJAE/ZvxUpCXU2G+MMCQz0fy0jl2mdBPpX3ZRHcQIsoj+N+onAIHG2BxxwxSiIsQGEKm7eiumAKELBbCtvhuD+//IieKpV3Xq19tAoNm9m48ihI3SCyshFl6iJ7tA9aiGKPq1jq2SdWV/2iV2xz3+stjWrOURzYTe+AXX8uBE=</latexit>

As Noah told us, a common strategy is in sequence modeling is to 
make a Markov assumption.
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As Noah told us, a common strategy is in sequence modeling is to 
make a Markov assumption.

p(w) =p(w1)⇥
p(w2 | w1)⇥
p(w3 | w1, w2)⇥
p(w4 | w1, w2, w3)⇥
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Why RNNs are great for language: 
no more Markov assumptions.

Markov: forget the “distant” past. 
Is this valid for language? No… 
Is it practical? Often!



History-based LMs with RNNs



History-based LMs with RNNs



Example: Language Model

softmax

h
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says 
walked 
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sardines 
…

u = Wh+ b

pi =
expuiP
j expuj

Bridle. (1990) Probabilistic interpretation of feedforward classification
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Language Model Training
• The cross-entropy objective seeks the maximum likelihood (MLE) 

parameters. 
 
“Find the parameters that make the training data most likely.” 

• You will overfit: 

• Stop training early, based on a validation set 

• Weight decay / other weight regularizers 

• Dropout variants during training 

• In contrast to count-based models, RNNs don’t have problems with 
“zeros”.



RNN Language Models
• Unlike Markov (n-gram) models, RNNs never forget 

• However we will see they might have trouble learning to 
use their memories (more soon…) 

• Algorithms 

• Sample a sequence from the probability distribution 
defined by the RNN 

• Train the RNN to minimize cross entropy (aka MLE) 

• What about: what is the most probable sequence?



Questions?
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@ŷ

@F
@F



Training Challenges

x1

h1

x4

h4

x3

h3

x2

h2

h0

F

ŷ
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@h|x|

@F
@ŷ
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Vanishing Gradients
• In practice, the spectral radius of U is small, and gradients vanish 

• In practice, this means that long-range dependencies are difficult to learn 
(although in theory they are learnable) 

• Solutions 

• Better optimizers (second order methods, approximate second order 
methods) 

• Normalization to keep the gradient norms stable across time 

• Clever initialization so that you at least start with good spectra (e.g., 
start with random orthonormal matrices) 

• Alternative parameterizations: LSTMs and GRUs



Alternative RNNs
• Long short-term memories (LSTMs; Hochreiter and 

Schmidthuber, 1997) 

• Gated recurrent units (GRUs; Cho et al., 2014) 

• Intuition instead of multiplying across time (which 
leads to exponential growth), we want the error to 
be constant. 

• What is a function whose Jacobian has a 
spectral radius of exactly I: the identity function
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ŷ

y

c3 c4c2c1

ht = g(ct)

h1 h4h3h2

Note:
@ct

@ct�1
= I

f(v) = tanh(Wv + b)



Memory cells

x1 x4x3x2h0

I I I

F

ŷ
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ŷ

y

c3 c4c2c1

h1 h4h3h2

ct = ft � ct�1 + it � f([xt;ht�1])

ft = �(ff ([xt;ht�1]))

it = �(fi([xt;ht�1]))

ot = �(fo([xt;ht�1]))

ht = ot � g(ct)

“forget gate”
“input gate”
“output gate”



LSTM Variant

x1 x4x3x2h0

F

ŷ
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Another Visualization
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Gated Recurrent Units 
(GRUs)

zt = �(fz([ht�1;xt]))

ht = (1� zt)� ht�1 + zt � h̃t

rt = �(fr([ht�1;xt]))

h̃t = f([rt � ht�1;xt]))
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Summary
• Better gradient propagation is possible when you 

use additive rather than multiplicative/highly non-
linear recurrent dynamics
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RNN
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Summary
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linear recurrent dynamics

ct = ft � ct�1 + it � f([xt;ht�1])

RNN
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Questions?



Conditional LMs
A conditional language model assigns probabilities to a 
sequence of words , given some 
conditioning context, . 

As with unconditional models, it helpful to use the chain rule 
to decompose the probability:

w = (w1, w2, . . . , w`)
<latexit sha1_base64="mZExrxC8xpcsHnaeA/xNE1rKJaI=">AAACFnicbVBNS8MwGE79nPOr6tFLcAgT5minoBdh6MXjBPcBaylpmm1haVOS1DHKfoUX/4oXD4p4FW/+G9OtB918IOTJ87wved/HjxmVyrK+jaXlldW19cJGcXNre2fX3NtvSZ4ITJqYMy46PpKE0Yg0FVWMdGJBUOgz0vaHN5nffiBCUh7dq3FM3BD1I9qjGCkteeap43MWyHGor3Q0gVewPPLsChx5tQp0WMCVzB6pQxibnHhmyapaU8BFYuekBHI0PPPLCThOQhIpzJCUXduKlZsioShmZFJ0EklihIeoT7qaRigk0k2na03gsVYC2ONCn0jBqfq7I0WhzCbXlSFSAznvZeJ/XjdRvUs3pVGcKBLh2Ue9hEHFYZYRDKggWLGxJggLqmeFeIAEwkonWdQh2PMrL5JWrWqfVWt356X6dR5HARyCI1AGNrgAdXALGqAJMHgEz+AVvBlPxovxbnzMSpeMvOcA/IHx+QMurJ4d</latexit>

x
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What is the probability of the next word, given the history of 
previously generated words and conditioning context .x<latexit sha1_base64="VOE4dvvgNDvkllEOrnIiZURyb9o=">AAACBXicbVC7TsMwFHV4lvIKMMJgUSExVUlBgrGChbFI9CG1UeU4TmvVsSPbQVRRFhZ+hYUBhFj5Bzb+BifNAC1Hsnx0zr3X18ePGVXacb6tpeWV1bX1ykZ1c2t7Z9fe2+8okUhM2lgwIXs+UoRRTtqaakZ6sSQo8hnp+pPr3O/eE6mo4Hd6GhMvQiNOQ4qRNtLQPkoHxZBUkiCDA1+wQE0jc6UPWTa0a07dKQAXiVuSGijRGtpfg0DgJCJcY4aU6rtOrL0USU0xI1l1kCgSIzxBI9I3lKOIKC8tFsjgiVECGAppDtewUH93pChS+W6mMkJ6rOa9XPzP6yc6vPRSyuNEE45nD4UJg1rAPBIYUEmwZlNDEJbU7ArxGEmEtQmuakJw57+8SDqNuntWb9ye15pXZRwVcAiOwSlwwQVoghvQAm2AwSN4Bq/gzXqyXqx362NWumSVPQfgD6zPHwvHmZA=</latexit>

p(w | x) =
Ỳ

t=1

p(wt | x, w1, w2, . . . , wt�1)
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Data for Training Conditional LMs

To train conditional language models, we need paired  
samples, . 

Data availability varies by task. It’s easy to think of tasks 
that could be solved with conditional language models, but 
the data just doesn’t exist. 

Relatively large amounts of data for: 
Translation, summarization, caption generation, 
speech recognition
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Evaluating Conditional LMs
How good is our conditional language model? 

These are language models, we can use cross-entropy 
or perplexity. 

Task specific evaluation. Compare the model’s most likely 
output to a human-generated reference output using a 
task-specific evaluation metric . 
 
 
Examples of : BLEU, METEOR, ROUGE, WER 
 
Human evaluation.
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w⇤ = argmax
w

p(w | x) L(w⇤,wref)
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How good is our conditional language model? 
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output to a human-generated reference output using a 
task-specific evaluation metric . 
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Encoder-Decoder Models
Encoder-decoder models are a very simple class of 
conditional LMs that are nevertheless extremely powerful. 
 
These “encode”  into a fixed-sized vector and “decode” 
that into a sequence of words .

x
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• How do we encode  into a fixed-sized vector? 

• Problem/modality specific 

• Think about assumptions! 

• How do we decode that vector into a sequence of 
words ? 

• Less problem specific (general decoders?) 

• We now describe a solution using RNNs.

x
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Encoder-Decoder Models 
Two questions
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Conditional LMs 
Algorithms for Decoding
In general, we want to find the most probable (MAP) 
output given the input, i.e.,

w⇤ = argmax
w

p(w | x)

= argmax
w

|w|X

t=1

log p(wt | x,w<t)
<latexit sha1_base64="0oe5PwNCeXcLVOylaj+F9o0+21I=">AAACz3ichVJNbxMxEPUuX234CnDsZURE1SIU7RYkOLRSJS4cOLQSaSvF6crrdVKr9nplz5JGziKu/D1u/IH+jjppDt0WwUiWn9574xmPnVdKOkySP1F87/6Dh4/W1juPnzx99rz74uWRM7XlYsCNMvYkZ04oWYoBSlTipLKC6VyJ4/z880I//i6sk6b8hrNKjDSblHIsOcNAZd1LmhtVuJkOm582p29hcw8osxOgml1kvi03UG21mWCTBXi67MRbUQTmhuGiabYBKO1swj+Ppa7Wmce9tDn187Y4D6oyk1B5muH/y72Ddnrmd7HZzrq9pJ8sA+6CdAV6ZBUHWfc3LQyvtSiRK+bcME0qHHlmUXIlmg6tnagYP2cTMQywZFq4kV+21cCbwBQwNjasEmHJ3szwTLtFg8GpGZ6529qC/Js2rHH8aeRlWdUoSn5daFwrQAOLx4VCWsFRzQJg3MrQK/AzZhnH8AU6YQjp7SvfBUc7/fR9f+fwQ29/dzWONbJBXpMtkpKPZJ98IQdkQHj0NbKRj+bxYTyNf8Q/r61xtMp5RVoR/7oCiWHlmw==</latexit>

Unlike with Markov models, this is a hard problem. But we 
can approximate it with a greedy search:

w⇤
1 ⇡ argmax

w1

p(w1 | x)

w⇤
1 ⇡ argmax

w2

p(w2 | x, w1)

...

w⇤
t ⇡ argmax

wt

p(wt | x,w⇤
<t)

<latexit sha1_base64="dY0cwrzDUYWdGqlKewZtZALDKUc=">AAAC8HicjVJNbxMxEPUuUEr4SuHIxSKiaioU7Qak9tBDJS4ci0TaSnG68nqd1Kq9tuzZJpG1v4ILBxDiys/hxr/Bu8mhtBUwkjVPb2bejMfOjRQOkuRXFN+5e2/j/uaDzsNHj5887W49O3a6soyPmJbanubUcSlKPgIBkp8ay6nKJT/JL9418ZNLbp3Q5UdYGj5RdFaKqWAUApVtRRvzs90sxduYUGOsXgRvZ5gousj8PEtrbHaCC4QosCdtQ295UWOSa1m4pQrOL+q6jzEhnb+KDVdiw3+LvcahZ78RJJeFBtdKZ3C2i7dvVYaVMvyP8lViXod5/QHU/azbSwZJa/gmSNegh9Z2lHV/kkKzSvESmKTOjdPEwMRTC4JJXndI5bih7ILO+DjAkiruJr4drMavAlPgqbbhlIBb9mqFp8o1I4ZMReHcXY815G2xcQXT/YkXpamAl2zVaFpJDBo3r48LYTkDuQyAMivCrJidU0sZhD/SCUtIr1/5JjgeDtI3g+GHt73Dg/U6NtEL9BLtoBTtoUP0Hh2hEWKRij5FX6KvsY0/x9/i76vUOFrXPEd/WPzjNzgV6/4=</latexit>



Beam search for decoding
A slightly better approximation is to use a beam search with 
beam size b. Key idea: keep track of the top-b hypotheses.

E.g., for b=2:
x = Bier trinke ich

<latexit sha1_base64="iK36jNpLteKHQsXr0rGSc7rMoNE=">AAACH3icbVBNSwMxEM3W7/pV9eglWARPZbeKehFELx4VrArdUrLZaRuazS7JrLQs+0+8+Fe8eFBEvPXfmG17UOtAyOO9mcnLCxIpDLruyCnNzS8sLi2vlFfX1jc2K1vbdyZONYcGj2WsHwJmQAoFDRQo4SHRwKJAwn3Qvyz0+0fQRsTqFocJtCLWVaIjOENLtSvHmT9ekmkIcz+IZWiGkb2yQZ7TM+ojDOzW7EKApqiF6gMVvJe3K1W35o6LzgJvCqpkWtftypcfxjyNQCGXzJim5ybYyphGwSXkZT81kDDeZ11oWqhYBKaVja3ldN8yIe3E2h6FdMz+nMhYZArbtjNi2DN/tYL8T2um2DltZUIlKYLik4c6qaQY0yIsGgoNHOXQAsa1sF4p7zHNONpIyzYE7++XZ8FdveYd1uo3R9Xzi2kcy2SX7JED4pETck6uyDVpEE6eyAt5I+/Os/PqfDifk9aSM53ZIb/KGX0DbpKkag==</latexit>

beer drink I

w0
<latexit sha1_base64="XEjhaazMB5rKa52fRebnM/0JdIw=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9kplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AEJ9I2i</latexit>

w1
<latexit sha1_base64="BGIvv1Que1aISVw+1pGEuT4uC1M=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9Uplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AELeI2j</latexit>

w2
<latexit sha1_base64="k9TH6JRVGzznxlg0BHK2AhK6Dh8=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qlX7ZXKbsWdgSwTLydlyFHvlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrVindeqd5dlGvXeRwFOIYTOAMPLqEGt1CHBjAYwDO8wpsjnRfn3fmYt644+cwR/IHz+QMM/I2k</latexit>

w3
<latexit sha1_base64="Jqap7piIcWW5up2+v3ATn2Y9lBE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHbBRI9ELx4xyiOBDZkdemHC7OxmZlZDCJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1Fjp/qlX7RVLbtmdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE175Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNStmrlit3F6XadRZHHk7gFM7Bg0uowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8ADoCNpQ==</latexit>

hsi
<latexit sha1_base64="FbowY9SHEG4jtBK6uTofoDAFgCQ=">AAACA3icbVA9SwNBEN3zM8avqJ02i0GwCndRMGXAxjKC+YBcCHubSbJkb+/YnRPDEbDxr9hYKGLrn7Dz37i5pNDEBwOP92aYmRfEUhh03W9nZXVtfWMzt5Xf3tnd2y8cHDZMlGgOdR7JSLcCZkAKBXUUKKEVa2BhIKEZjK6nfvMetBGRusNxDJ2QDZToC87QSt3CsS+ZGkigPsIDIqZmQn2dSd1C0S25Gegy8eakSOaodQtffi/iSQgKuWTGtD03xk7KNAouYZL3EwMx4yM2gLalioVgOmn2w4SeWaVH+5G2pZBm6u+JlIXGjMPAdoYMh2bRm4r/ee0E+5VOKlScICg+W9RPJMWITgOhPaGBoxxbwrgW9lbKh0wzjja2vA3BW3x5mTTKJe+iVL69LFYr8zhy5IScknPikStSJTekRuqEk0fyTF7Jm/PkvDjvzsesdcWZzxyRP3A+fwBy8pgB</latexit>

logprob=0



Beam search for decoding
A slightly better approximation is to use a beam search with 
beam size b. Key idea: keep track of the top-b hypotheses.

E.g., for b=2:
x = Bier trinke ich

<latexit sha1_base64="iK36jNpLteKHQsXr0rGSc7rMoNE=">AAACH3icbVBNSwMxEM3W7/pV9eglWARPZbeKehFELx4VrArdUrLZaRuazS7JrLQs+0+8+Fe8eFBEvPXfmG17UOtAyOO9mcnLCxIpDLruyCnNzS8sLi2vlFfX1jc2K1vbdyZONYcGj2WsHwJmQAoFDRQo4SHRwKJAwn3Qvyz0+0fQRsTqFocJtCLWVaIjOENLtSvHmT9ekmkIcz+IZWiGkb2yQZ7TM+ojDOzW7EKApqiF6gMVvJe3K1W35o6LzgJvCqpkWtftypcfxjyNQCGXzJim5ybYyphGwSXkZT81kDDeZ11oWqhYBKaVja3ldN8yIe3E2h6FdMz+nMhYZArbtjNi2DN/tYL8T2um2DltZUIlKYLik4c6qaQY0yIsGgoNHOXQAsa1sF4p7zHNONpIyzYE7++XZ8FdveYd1uo3R9Xzi2kcy2SX7JED4pETck6uyDVpEE6eyAt5I+/Os/PqfDifk9aSM53ZIb/KGX0DbpKkag==</latexit>

beer drink I

w0
<latexit sha1_base64="XEjhaazMB5rKa52fRebnM/0JdIw=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9kplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AEJ9I2i</latexit>

w1
<latexit sha1_base64="BGIvv1Que1aISVw+1pGEuT4uC1M=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9Uplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AELeI2j</latexit>

w2
<latexit sha1_base64="k9TH6JRVGzznxlg0BHK2AhK6Dh8=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qlX7ZXKbsWdgSwTLydlyFHvlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrVindeqd5dlGvXeRwFOIYTOAMPLqEGt1CHBjAYwDO8wpsjnRfn3fmYt644+cwR/IHz+QMM/I2k</latexit>

w3
<latexit sha1_base64="Jqap7piIcWW5up2+v3ATn2Y9lBE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHbBRI9ELx4xyiOBDZkdemHC7OxmZlZDCJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1Fjp/qlX7RVLbtmdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE175Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNStmrlit3F6XadRZHHk7gFM7Bg0uowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8ADoCNpQ==</latexit>

hsi
<latexit sha1_base64="FbowY9SHEG4jtBK6uTofoDAFgCQ=">AAACA3icbVA9SwNBEN3zM8avqJ02i0GwCndRMGXAxjKC+YBcCHubSbJkb+/YnRPDEbDxr9hYKGLrn7Dz37i5pNDEBwOP92aYmRfEUhh03W9nZXVtfWMzt5Xf3tnd2y8cHDZMlGgOdR7JSLcCZkAKBXUUKKEVa2BhIKEZjK6nfvMetBGRusNxDJ2QDZToC87QSt3CsS+ZGkigPsIDIqZmQn2dSd1C0S25Gegy8eakSOaodQtffi/iSQgKuWTGtD03xk7KNAouYZL3EwMx4yM2gLalioVgOmn2w4SeWaVH+5G2pZBm6u+JlIXGjMPAdoYMh2bRm4r/ee0E+5VOKlScICg+W9RPJMWITgOhPaGBoxxbwrgW9lbKh0wzjja2vA3BW3x5mTTKJe+iVL69LFYr8zhy5IScknPikStSJTekRuqEk0fyTF7Jm/PkvDjvzsesdcWZzxyRP3A+fwBy8pgB</latexit>

logprob=0

logprob=-1.82

logprob=-2.11

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>



Beam search for decoding
A slightly better approximation is to use a beam search with 
beam size b. Key idea: keep track of the top-b hypotheses.

E.g., for b=2:
x = Bier trinke ich

<latexit sha1_base64="iK36jNpLteKHQsXr0rGSc7rMoNE=">AAACH3icbVBNSwMxEM3W7/pV9eglWARPZbeKehFELx4VrArdUrLZaRuazS7JrLQs+0+8+Fe8eFBEvPXfmG17UOtAyOO9mcnLCxIpDLruyCnNzS8sLi2vlFfX1jc2K1vbdyZONYcGj2WsHwJmQAoFDRQo4SHRwKJAwn3Qvyz0+0fQRsTqFocJtCLWVaIjOENLtSvHmT9ekmkIcz+IZWiGkb2yQZ7TM+ojDOzW7EKApqiF6gMVvJe3K1W35o6LzgJvCqpkWtftypcfxjyNQCGXzJim5ybYyphGwSXkZT81kDDeZ11oWqhYBKaVja3ldN8yIe3E2h6FdMz+nMhYZArbtjNi2DN/tYL8T2um2DltZUIlKYLik4c6qaQY0yIsGgoNHOXQAsa1sF4p7zHNONpIyzYE7++XZ8FdveYd1uo3R9Xzi2kcy2SX7JED4pETck6uyDVpEE6eyAt5I+/Os/PqfDifk9aSM53ZIb/KGX0DbpKkag==</latexit>

beer drink I

w0
<latexit sha1_base64="XEjhaazMB5rKa52fRebnM/0JdIw=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9kplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AEJ9I2i</latexit>

w1
<latexit sha1_base64="BGIvv1Que1aISVw+1pGEuT4uC1M=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9Uplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AELeI2j</latexit>

w2
<latexit sha1_base64="k9TH6JRVGzznxlg0BHK2AhK6Dh8=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qlX7ZXKbsWdgSwTLydlyFHvlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrVindeqd5dlGvXeRwFOIYTOAMPLqEGt1CHBjAYwDO8wpsjnRfn3fmYt644+cwR/IHz+QMM/I2k</latexit>

w3
<latexit sha1_base64="Jqap7piIcWW5up2+v3ATn2Y9lBE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHbBRI9ELx4xyiOBDZkdemHC7OxmZlZDCJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1Fjp/qlX7RVLbtmdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE175Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNStmrlit3F6XadRZHHk7gFM7Bg0uowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8ADoCNpQ==</latexit>

hsi
<latexit sha1_base64="FbowY9SHEG4jtBK6uTofoDAFgCQ=">AAACA3icbVA9SwNBEN3zM8avqJ02i0GwCndRMGXAxjKC+YBcCHubSbJkb+/YnRPDEbDxr9hYKGLrn7Dz37i5pNDEBwOP92aYmRfEUhh03W9nZXVtfWMzt5Xf3tnd2y8cHDZMlGgOdR7JSLcCZkAKBXUUKKEVa2BhIKEZjK6nfvMetBGRusNxDJ2QDZToC87QSt3CsS+ZGkigPsIDIqZmQn2dSd1C0S25Gegy8eakSOaodQtffi/iSQgKuWTGtD03xk7KNAouYZL3EwMx4yM2gLalioVgOmn2w4SeWaVH+5G2pZBm6u+JlIXGjMPAdoYMh2bRm4r/ee0E+5VOKlScICg+W9RPJMWITgOhPaGBoxxbwrgW9lbKh0wzjja2vA3BW3x5mTTKJe+iVL69LFYr8zhy5IScknPikStSJTekRuqEk0fyTF7Jm/PkvDjvzsesdcWZzxyRP3A+fwBy8pgB</latexit>

logprob=0

logprob=-1.82

logprob=-2.11

logprob=-6.93

logprob=-5.8
beer

<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>



Beam search for decoding
A slightly better approximation is to use a beam search with 
beam size b. Key idea: keep track of the top-b hypotheses.

E.g., for b=2:
x = Bier trinke ich

<latexit sha1_base64="iK36jNpLteKHQsXr0rGSc7rMoNE=">AAACH3icbVBNSwMxEM3W7/pV9eglWARPZbeKehFELx4VrArdUrLZaRuazS7JrLQs+0+8+Fe8eFBEvPXfmG17UOtAyOO9mcnLCxIpDLruyCnNzS8sLi2vlFfX1jc2K1vbdyZONYcGj2WsHwJmQAoFDRQo4SHRwKJAwn3Qvyz0+0fQRsTqFocJtCLWVaIjOENLtSvHmT9ekmkIcz+IZWiGkb2yQZ7TM+ojDOzW7EKApqiF6gMVvJe3K1W35o6LzgJvCqpkWtftypcfxjyNQCGXzJim5ybYyphGwSXkZT81kDDeZ11oWqhYBKaVja3ldN8yIe3E2h6FdMz+nMhYZArbtjNi2DN/tYL8T2um2DltZUIlKYLik4c6qaQY0yIsGgoNHOXQAsa1sF4p7zHNONpIyzYE7++XZ8FdveYd1uo3R9Xzi2kcy2SX7JED4pETck6uyDVpEE6eyAt5I+/Os/PqfDifk9aSM53ZIb/KGX0DbpKkag==</latexit>

beer drink I

w0
<latexit sha1_base64="XEjhaazMB5rKa52fRebnM/0JdIw=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9kplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AEJ9I2i</latexit>

w1
<latexit sha1_base64="BGIvv1Que1aISVw+1pGEuT4uC1M=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9Uplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AELeI2j</latexit>

w2
<latexit sha1_base64="k9TH6JRVGzznxlg0BHK2AhK6Dh8=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qlX7ZXKbsWdgSwTLydlyFHvlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrVindeqd5dlGvXeRwFOIYTOAMPLqEGt1CHBjAYwDO8wpsjnRfn3fmYt644+cwR/IHz+QMM/I2k</latexit>

w3
<latexit sha1_base64="Jqap7piIcWW5up2+v3ATn2Y9lBE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHbBRI9ELx4xyiOBDZkdemHC7OxmZlZDCJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1Fjp/qlX7RVLbtmdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE175Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNStmrlit3F6XadRZHHk7gFM7Bg0uowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8ADoCNpQ==</latexit>

hsi
<latexit sha1_base64="FbowY9SHEG4jtBK6uTofoDAFgCQ=">AAACA3icbVA9SwNBEN3zM8avqJ02i0GwCndRMGXAxjKC+YBcCHubSbJkb+/YnRPDEbDxr9hYKGLrn7Dz37i5pNDEBwOP92aYmRfEUhh03W9nZXVtfWMzt5Xf3tnd2y8cHDZMlGgOdR7JSLcCZkAKBXUUKKEVa2BhIKEZjK6nfvMetBGRusNxDJ2QDZToC87QSt3CsS+ZGkigPsIDIqZmQn2dSd1C0S25Gegy8eakSOaodQtffi/iSQgKuWTGtD03xk7KNAouYZL3EwMx4yM2gLalioVgOmn2w4SeWaVH+5G2pZBm6u+JlIXGjMPAdoYMh2bRm4r/ee0E+5VOKlScICg+W9RPJMWITgOhPaGBoxxbwrgW9lbKh0wzjja2vA3BW3x5mTTKJe+iVL69LFYr8zhy5IScknPikStSJTekRuqEk0fyTF7Jm/PkvDjvzsesdcWZzxyRP3A+fwBy8pgB</latexit>

logprob=0

logprob=-1.82

logprob=-2.11

logprob=-6.93

logprob=-5.8

logprob=-8.66

logprob=-2.87

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>



Beam search for decoding
A slightly better approximation is to use a beam search with 
beam size b. Key idea: keep track of the top-b hypotheses.

E.g., for b=2:
x = Bier trinke ich

<latexit sha1_base64="iK36jNpLteKHQsXr0rGSc7rMoNE=">AAACH3icbVBNSwMxEM3W7/pV9eglWARPZbeKehFELx4VrArdUrLZaRuazS7JrLQs+0+8+Fe8eFBEvPXfmG17UOtAyOO9mcnLCxIpDLruyCnNzS8sLi2vlFfX1jc2K1vbdyZONYcGj2WsHwJmQAoFDRQo4SHRwKJAwn3Qvyz0+0fQRsTqFocJtCLWVaIjOENLtSvHmT9ekmkIcz+IZWiGkb2yQZ7TM+ojDOzW7EKApqiF6gMVvJe3K1W35o6LzgJvCqpkWtftypcfxjyNQCGXzJim5ybYyphGwSXkZT81kDDeZ11oWqhYBKaVja3ldN8yIe3E2h6FdMz+nMhYZArbtjNi2DN/tYL8T2um2DltZUIlKYLik4c6qaQY0yIsGgoNHOXQAsa1sF4p7zHNONpIyzYE7++XZ8FdveYd1uo3R9Xzi2kcy2SX7JED4pETck6uyDVpEE6eyAt5I+/Os/PqfDifk9aSM53ZIb/KGX0DbpKkag==</latexit>

beer drink I

w0
<latexit sha1_base64="XEjhaazMB5rKa52fRebnM/0JdIw=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9kplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AEJ9I2i</latexit>

w1
<latexit sha1_base64="BGIvv1Que1aISVw+1pGEuT4uC1M=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9Uplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AELeI2j</latexit>

w2
<latexit sha1_base64="k9TH6JRVGzznxlg0BHK2AhK6Dh8=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qlX7ZXKbsWdgSwTLydlyFHvlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrVindeqd5dlGvXeRwFOIYTOAMPLqEGt1CHBjAYwDO8wpsjnRfn3fmYt644+cwR/IHz+QMM/I2k</latexit>

w3
<latexit sha1_base64="Jqap7piIcWW5up2+v3ATn2Y9lBE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHbBRI9ELx4xyiOBDZkdemHC7OxmZlZDCJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1Fjp/qlX7RVLbtmdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE175Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNStmrlit3F6XadRZHHk7gFM7Bg0uowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8ADoCNpQ==</latexit>

hsi
<latexit sha1_base64="FbowY9SHEG4jtBK6uTofoDAFgCQ=">AAACA3icbVA9SwNBEN3zM8avqJ02i0GwCndRMGXAxjKC+YBcCHubSbJkb+/YnRPDEbDxr9hYKGLrn7Dz37i5pNDEBwOP92aYmRfEUhh03W9nZXVtfWMzt5Xf3tnd2y8cHDZMlGgOdR7JSLcCZkAKBXUUKKEVa2BhIKEZjK6nfvMetBGRusNxDJ2QDZToC87QSt3CsS+ZGkigPsIDIqZmQn2dSd1C0S25Gegy8eakSOaodQtffi/iSQgKuWTGtD03xk7KNAouYZL3EwMx4yM2gLalioVgOmn2w4SeWaVH+5G2pZBm6u+JlIXGjMPAdoYMh2bRm4r/ee0E+5VOKlScICg+W9RPJMWITgOhPaGBoxxbwrgW9lbKh0wzjja2vA3BW3x5mTTKJe+iVL69LFYr8zhy5IScknPikStSJTekRuqEk0fyTF7Jm/PkvDjvzsesdcWZzxyRP3A+fwBy8pgB</latexit>

logprob=0

logprob=-1.82

logprob=-2.11

logprob=-6.93

logprob=-5.8

logprob=-8.66

logprob=-2.87

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>



Beam search for decoding
A slightly better approximation is to use a beam search with 
beam size b. Key idea: keep track of the top-b hypotheses.

E.g., for b=2:
x = Bier trinke ich

<latexit sha1_base64="iK36jNpLteKHQsXr0rGSc7rMoNE=">AAACH3icbVBNSwMxEM3W7/pV9eglWARPZbeKehFELx4VrArdUrLZaRuazS7JrLQs+0+8+Fe8eFBEvPXfmG17UOtAyOO9mcnLCxIpDLruyCnNzS8sLi2vlFfX1jc2K1vbdyZONYcGj2WsHwJmQAoFDRQo4SHRwKJAwn3Qvyz0+0fQRsTqFocJtCLWVaIjOENLtSvHmT9ekmkIcz+IZWiGkb2yQZ7TM+ojDOzW7EKApqiF6gMVvJe3K1W35o6LzgJvCqpkWtftypcfxjyNQCGXzJim5ybYyphGwSXkZT81kDDeZ11oWqhYBKaVja3ldN8yIe3E2h6FdMz+nMhYZArbtjNi2DN/tYL8T2um2DltZUIlKYLik4c6qaQY0yIsGgoNHOXQAsa1sF4p7zHNONpIyzYE7++XZ8FdveYd1uo3R9Xzi2kcy2SX7JED4pETck6uyDVpEE6eyAt5I+/Os/PqfDifk9aSM53ZIb/KGX0DbpKkag==</latexit>

beer drink I

w0
<latexit sha1_base64="XEjhaazMB5rKa52fRebnM/0JdIw=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9kplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AEJ9I2i</latexit>

w1
<latexit sha1_base64="BGIvv1Que1aISVw+1pGEuT4uC1M=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9Uplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AELeI2j</latexit>

w2
<latexit sha1_base64="k9TH6JRVGzznxlg0BHK2AhK6Dh8=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qlX7ZXKbsWdgSwTLydlyFHvlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrVindeqd5dlGvXeRwFOIYTOAMPLqEGt1CHBjAYwDO8wpsjnRfn3fmYt644+cwR/IHz+QMM/I2k</latexit>

w3
<latexit sha1_base64="Jqap7piIcWW5up2+v3ATn2Y9lBE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHbBRI9ELx4xyiOBDZkdemHC7OxmZlZDCJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1Fjp/qlX7RVLbtmdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE175Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNStmrlit3F6XadRZHHk7gFM7Bg0uowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8ADoCNpQ==</latexit>

hsi
<latexit sha1_base64="FbowY9SHEG4jtBK6uTofoDAFgCQ=">AAACA3icbVA9SwNBEN3zM8avqJ02i0GwCndRMGXAxjKC+YBcCHubSbJkb+/YnRPDEbDxr9hYKGLrn7Dz37i5pNDEBwOP92aYmRfEUhh03W9nZXVtfWMzt5Xf3tnd2y8cHDZMlGgOdR7JSLcCZkAKBXUUKKEVa2BhIKEZjK6nfvMetBGRusNxDJ2QDZToC87QSt3CsS+ZGkigPsIDIqZmQn2dSd1C0S25Gegy8eakSOaodQtffi/iSQgKuWTGtD03xk7KNAouYZL3EwMx4yM2gLalioVgOmn2w4SeWaVH+5G2pZBm6u+JlIXGjMPAdoYMh2bRm4r/ee0E+5VOKlScICg+W9RPJMWITgOhPaGBoxxbwrgW9lbKh0wzjja2vA3BW3x5mTTKJe+iVL69LFYr8zhy5IScknPikStSJTekRuqEk0fyTF7Jm/PkvDjvzsesdcWZzxyRP3A+fwBy8pgB</latexit>

logprob=0

logprob=-1.82

logprob=-2.11

logprob=-6.93

logprob=-5.8

logprob=-8.66

logprob=-2.87 logprob=-5.12

logprob=-3.04

logprob=-7.31

logprob=-6.28

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>

like
<latexit sha1_base64="LCnSyr5myxlwQODgQ52uTJLt2Ak=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvgqsxUwS4LblxWsA9oh5JJb9vQTGZMMsUy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIBZcG9f9dnIbm1vbO/ndwt7+weFR8fikqaNEMWywSESqHVCNgktsGG4EtmOFNAwEtoLx7dxvTVBpHskHM43RD+lQ8gFn1FjJ7xp8sqlU8DHOesWSW3YXIOvEy0gJMtR7xa9uP2JJiNIwQbXueG5s/JQqw5nAWaGbaIwpG9MhdiyVNETtp4ujZ+TCKn0yiJR90pCF+juR0lDraRjYyZCakV715uJ/Xicxg6qfchknBiVbLhokgpiIzBsgfa6QGTG1hDLF7a2EjaiizNieCrYEb/XL66RZKXtX5cr9dalWzerIwxmcwyV4cAM1uIM6NIDBIzzDK7w5E+fFeXc+lqM5J8ucwh84nz+KlZKR</latexit>

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

wine
<latexit sha1_base64="nZty7Sz3CT1ce21V5FmlYZIvhvc=">AAAB9HicbVDLSgMxFL3js9ZX1aWbYBFclZkq2GXBjcsK9gHtUDLpbRuayYxJplqGfocbF4q49WPc+Tem7Sy09UDgcM493JsTxIJr47rfztr6xubWdm4nv7u3f3BYODpu6ChRDOssEpFqBVSj4BLrhhuBrVghDQOBzWB0M/ObY1SaR/LeTGL0QzqQvM8ZNVbyOwafbCp9tPFpt1B0S+4cZJV4GSlChlq38NXpRSwJURomqNZtz42Nn1JlOBM4zXcSjTFlIzrAtqWShqj9dH70lJxbpUf6kbJPGjJXfydSGmo9CQM7GVIz1MveTPzPayemX/FTLuPEoGSLRf1EEBORWQOkxxUyIyaWUKa4vZWwIVWUGdtT3pbgLX95lTTKJe+yVL67KlYrWR05OIUzuAAPrqEKt1CDOjB4gGd4hTdn7Lw4787HYnTNyTIn8AfO5w+f/5Kf</latexit>



Beam search for decoding
A slightly better approximation is to use a beam search with 
beam size b. Key idea: keep track of the top-b hypotheses.

E.g., for b=2:
x = Bier trinke ich

<latexit sha1_base64="iK36jNpLteKHQsXr0rGSc7rMoNE=">AAACH3icbVBNSwMxEM3W7/pV9eglWARPZbeKehFELx4VrArdUrLZaRuazS7JrLQs+0+8+Fe8eFBEvPXfmG17UOtAyOO9mcnLCxIpDLruyCnNzS8sLi2vlFfX1jc2K1vbdyZONYcGj2WsHwJmQAoFDRQo4SHRwKJAwn3Qvyz0+0fQRsTqFocJtCLWVaIjOENLtSvHmT9ekmkIcz+IZWiGkb2yQZ7TM+ojDOzW7EKApqiF6gMVvJe3K1W35o6LzgJvCqpkWtftypcfxjyNQCGXzJim5ybYyphGwSXkZT81kDDeZ11oWqhYBKaVja3ldN8yIe3E2h6FdMz+nMhYZArbtjNi2DN/tYL8T2um2DltZUIlKYLik4c6qaQY0yIsGgoNHOXQAsa1sF4p7zHNONpIyzYE7++XZ8FdveYd1uo3R9Xzi2kcy2SX7JED4pETck6uyDVpEE6eyAt5I+/Os/PqfDifk9aSM53ZIb/KGX0DbpKkag==</latexit>

beer drink I

w0
<latexit sha1_base64="XEjhaazMB5rKa52fRebnM/0JdIw=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9kplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AEJ9I2i</latexit>

w1
<latexit sha1_base64="BGIvv1Que1aISVw+1pGEuT4uC1M=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9Uplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AELeI2j</latexit>

w2
<latexit sha1_base64="k9TH6JRVGzznxlg0BHK2AhK6Dh8=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qlX7ZXKbsWdgSwTLydlyFHvlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrVindeqd5dlGvXeRwFOIYTOAMPLqEGt1CHBjAYwDO8wpsjnRfn3fmYt644+cwR/IHz+QMM/I2k</latexit>

w3
<latexit sha1_base64="Jqap7piIcWW5up2+v3ATn2Y9lBE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHbBRI9ELx4xyiOBDZkdemHC7OxmZlZDCJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1Fjp/qlX7RVLbtmdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE175Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNStmrlit3F6XadRZHHk7gFM7Bg0uowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8ADoCNpQ==</latexit>

hsi
<latexit sha1_base64="FbowY9SHEG4jtBK6uTofoDAFgCQ=">AAACA3icbVA9SwNBEN3zM8avqJ02i0GwCndRMGXAxjKC+YBcCHubSbJkb+/YnRPDEbDxr9hYKGLrn7Dz37i5pNDEBwOP92aYmRfEUhh03W9nZXVtfWMzt5Xf3tnd2y8cHDZMlGgOdR7JSLcCZkAKBXUUKKEVa2BhIKEZjK6nfvMetBGRusNxDJ2QDZToC87QSt3CsS+ZGkigPsIDIqZmQn2dSd1C0S25Gegy8eakSOaodQtffi/iSQgKuWTGtD03xk7KNAouYZL3EwMx4yM2gLalioVgOmn2w4SeWaVH+5G2pZBm6u+JlIXGjMPAdoYMh2bRm4r/ee0E+5VOKlScICg+W9RPJMWITgOhPaGBoxxbwrgW9lbKh0wzjja2vA3BW3x5mTTKJe+iVL69LFYr8zhy5IScknPikStSJTekRuqEk0fyTF7Jm/PkvDjvzsesdcWZzxyRP3A+fwBy8pgB</latexit>

logprob=0

logprob=-1.82

logprob=-2.11

logprob=-6.93

logprob=-5.8

logprob=-8.66

logprob=-2.87 logprob=-5.12

logprob=-3.04

logprob=-7.31

logprob=-6.28

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>

like
<latexit sha1_base64="LCnSyr5myxlwQODgQ52uTJLt2Ak=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvgqsxUwS4LblxWsA9oh5JJb9vQTGZMMsUy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIBZcG9f9dnIbm1vbO/ndwt7+weFR8fikqaNEMWywSESqHVCNgktsGG4EtmOFNAwEtoLx7dxvTVBpHskHM43RD+lQ8gFn1FjJ7xp8sqlU8DHOesWSW3YXIOvEy0gJMtR7xa9uP2JJiNIwQbXueG5s/JQqw5nAWaGbaIwpG9MhdiyVNETtp4ujZ+TCKn0yiJR90pCF+juR0lDraRjYyZCakV715uJ/Xicxg6qfchknBiVbLhokgpiIzBsgfa6QGTG1hDLF7a2EjaiizNieCrYEb/XL66RZKXtX5cr9dalWzerIwxmcwyV4cAM1uIM6NIDBIzzDK7w5E+fFeXc+lqM5J8ucwh84nz+KlZKR</latexit>

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

wine
<latexit sha1_base64="nZty7Sz3CT1ce21V5FmlYZIvhvc=">AAAB9HicbVDLSgMxFL3js9ZX1aWbYBFclZkq2GXBjcsK9gHtUDLpbRuayYxJplqGfocbF4q49WPc+Tem7Sy09UDgcM493JsTxIJr47rfztr6xubWdm4nv7u3f3BYODpu6ChRDOssEpFqBVSj4BLrhhuBrVghDQOBzWB0M/ObY1SaR/LeTGL0QzqQvM8ZNVbyOwafbCp9tPFpt1B0S+4cZJV4GSlChlq38NXpRSwJURomqNZtz42Nn1JlOBM4zXcSjTFlIzrAtqWShqj9dH70lJxbpUf6kbJPGjJXfydSGmo9CQM7GVIz1MveTPzPayemX/FTLuPEoGSLRf1EEBORWQOkxxUyIyaWUKa4vZWwIVWUGdtT3pbgLX95lTTKJe+yVL67KlYrWR05OIUzuAAPrqEKt1CDOjB4gGd4hTdn7Lw4787HYnTNyTIn8AfO5w+f/5Kf</latexit>



Beam search for decoding
A slightly better approximation is to use a beam search with 
beam size b. Key idea: keep track of the top-b hypotheses.

E.g., for b=2:
x = Bier trinke ich

<latexit sha1_base64="iK36jNpLteKHQsXr0rGSc7rMoNE=">AAACH3icbVBNSwMxEM3W7/pV9eglWARPZbeKehFELx4VrArdUrLZaRuazS7JrLQs+0+8+Fe8eFBEvPXfmG17UOtAyOO9mcnLCxIpDLruyCnNzS8sLi2vlFfX1jc2K1vbdyZONYcGj2WsHwJmQAoFDRQo4SHRwKJAwn3Qvyz0+0fQRsTqFocJtCLWVaIjOENLtSvHmT9ekmkIcz+IZWiGkb2yQZ7TM+ojDOzW7EKApqiF6gMVvJe3K1W35o6LzgJvCqpkWtftypcfxjyNQCGXzJim5ybYyphGwSXkZT81kDDeZ11oWqhYBKaVja3ldN8yIe3E2h6FdMz+nMhYZArbtjNi2DN/tYL8T2um2DltZUIlKYLik4c6qaQY0yIsGgoNHOXQAsa1sF4p7zHNONpIyzYE7++XZ8FdveYd1uo3R9Xzi2kcy2SX7JED4pETck6uyDVpEE6eyAt5I+/Os/PqfDifk9aSM53ZIb/KGX0DbpKkag==</latexit>

beer drink I

w0
<latexit sha1_base64="XEjhaazMB5rKa52fRebnM/0JdIw=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9kplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AEJ9I2i</latexit>

w1
<latexit sha1_base64="BGIvv1Que1aISVw+1pGEuT4uC1M=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9Uplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AELeI2j</latexit>

w2
<latexit sha1_base64="k9TH6JRVGzznxlg0BHK2AhK6Dh8=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCmhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qlX7ZXKbsWdgSwTLydlyFHvlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrVindeqd5dlGvXeRwFOIYTOAMPLqEGt1CHBjAYwDO8wpsjnRfn3fmYt644+cwR/IHz+QMM/I2k</latexit>

w3
<latexit sha1_base64="Jqap7piIcWW5up2+v3ATn2Y9lBE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHbBRI9ELx4xyiOBDZkdemHC7OxmZlZDCJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1Fjp/qlX7RVLbtmdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE175Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNStmrlit3F6XadRZHHk7gFM7Bg0uowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8ADoCNpQ==</latexit>

hsi
<latexit sha1_base64="FbowY9SHEG4jtBK6uTofoDAFgCQ=">AAACA3icbVA9SwNBEN3zM8avqJ02i0GwCndRMGXAxjKC+YBcCHubSbJkb+/YnRPDEbDxr9hYKGLrn7Dz37i5pNDEBwOP92aYmRfEUhh03W9nZXVtfWMzt5Xf3tnd2y8cHDZMlGgOdR7JSLcCZkAKBXUUKKEVa2BhIKEZjK6nfvMetBGRusNxDJ2QDZToC87QSt3CsS+ZGkigPsIDIqZmQn2dSd1C0S25Gegy8eakSOaodQtffi/iSQgKuWTGtD03xk7KNAouYZL3EwMx4yM2gLalioVgOmn2w4SeWaVH+5G2pZBm6u+JlIXGjMPAdoYMh2bRm4r/ee0E+5VOKlScICg+W9RPJMWITgOhPaGBoxxbwrgW9lbKh0wzjja2vA3BW3x5mTTKJe+iVL69LFYr8zhy5IScknPikStSJTekRuqEk0fyTF7Jm/PkvDjvzsesdcWZzxyRP3A+fwBy8pgB</latexit>

logprob=0

logprob=-1.82

logprob=-2.11

logprob=-6.93

logprob=-5.8

logprob=-8.66

logprob=-2.87 logprob=-5.12

logprob=-3.04

logprob=-7.31

logprob=-6.28

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>

I
<latexit sha1_base64="Ju4lBnDTp+ZD/DbTAqxmvprKDcY=">AAAB8XicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG91VsA9sh5JJb9vQTGZI7ohl6F+4caGIW//GnX9j2s5CWw8EDufcQ+49QSyFQdf9dnJr6xubW/ntws7u3v5B8fCoaaJEc2jwSEa6HTADUihooEAJ7VgDCwMJrWB8PfNbj6CNiNQ9TmLwQzZUYiA4Qys9dBGebCq9nfaKJbfszkFXiZeREslQ7xW/uv2IJyEo5JIZ0/HcGP2UaRRcwrTQTQzEjI/ZEDqWKhaC8dP5xlN6ZpU+HUTaPoV0rv5OpCw0ZhIGdjJkODLL3kz8z+skOKj6qVBxgqD44qNBIilGdHY+7QsNHOXEEsa1sLtSPmKacbQlFWwJ3vLJq6RZKXsX5crdZalWzerIkxNySs6JR65IjdyQOmkQThR5Jq/kzTHOi/PufCxGc06WOSZ/4Hz+AP3IkRc=</latexit>

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>

drink
<latexit sha1_base64="taMpL9bW4zpdTZtA8kx96jQHe98=">AAAB9XicbVDLSsNAFL2pr1pfVZdugkVwVZIq2GXBjcsK9gFtLJPJpB06mYSZG7WE/ocbF4q49V/c+TdO2yy09cDA4Zx7uHeOnwiu0XG+rcLa+sbmVnG7tLO7t39QPjxq6zhVlLVoLGLV9YlmgkvWQo6CdRPFSOQL1vHH1zO/88CU5rG8w0nCvIgMJQ85JWik+z6yJ5PKAsXleDooV5yqM4e9StycVCBHc1D+6gcxTSMmkQqidc91EvQyopBTwaalfqpZQuiYDFnPUEkipr1sfvXUPjNKYIexMk+iPVd/JzISaT2JfDMZERzpZW8m/uf1UgzrXsZlkiKTdLEoTIWNsT2rwA64YhTFxBBCFTe32nREFKFoiiqZEtzlL6+Sdq3qXlRrt5eVRj2vowgncArn4MIVNOAGmtACCgqe4RXerEfrxXq3PhajBSvPHMMfWJ8/Y32TDg==</latexit>

like
<latexit sha1_base64="LCnSyr5myxlwQODgQ52uTJLt2Ak=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvgqsxUwS4LblxWsA9oh5JJb9vQTGZMMsUy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIBZcG9f9dnIbm1vbO/ndwt7+weFR8fikqaNEMWywSESqHVCNgktsGG4EtmOFNAwEtoLx7dxvTVBpHskHM43RD+lQ8gFn1FjJ7xp8sqlU8DHOesWSW3YXIOvEy0gJMtR7xa9uP2JJiNIwQbXueG5s/JQqw5nAWaGbaIwpG9MhdiyVNETtp4ujZ+TCKn0yiJR90pCF+juR0lDraRjYyZCakV715uJ/Xicxg6qfchknBiVbLhokgpiIzBsgfa6QGTG1hDLF7a2EjaiizNieCrYEb/XL66RZKXtX5cr9dalWzerIwxmcwyV4cAM1uIM6NIDBIzzDK7w5E+fFeXc+lqM5J8ucwh84nz+KlZKR</latexit>

beer
<latexit sha1_base64="zvFRe2ya9CrSn6h/71uDamMGA8o=">AAAB9HicbVDLSgMxFM3UV62vqks3wSK4KjNVsMuCG5cV7APaoWTS2zY0kxmTO8Uy9DvcuFDErR/jzr8xbWehrQcCh3Pu4d6cIJbCoOt+O7mNza3tnfxuYW//4PCoeHzSNFGiOTR4JCPdDpgBKRQ0UKCEdqyBhYGEVjC+nfutCWgjIvWA0xj8kA2VGAjO0Ep+F+HJptIAQM96xZJbdheg68TLSIlkqPeKX91+xJMQFHLJjOl4box+yjQKLmFW6CYGYsbHbAgdSxULwfjp4ugZvbBKnw4ibZ9CulB/J1IWGjMNAzsZMhyZVW8u/ud1EhxU/VSoOEFQfLlokEiKEZ03QPtCA0c5tYRxLeytlI+YZhxtTwVbgrf65XXSrJS9q3Ll/rpUq2Z15MkZOSeXxCM3pEbuSJ00CCeP5Jm8kjdn4rw4787HcjTnZJlT8gfO5w9/xpKK</latexit>

wine
<latexit sha1_base64="nZty7Sz3CT1ce21V5FmlYZIvhvc=">AAAB9HicbVDLSgMxFL3js9ZX1aWbYBFclZkq2GXBjcsK9gHtUDLpbRuayYxJplqGfocbF4q49WPc+Tem7Sy09UDgcM493JsTxIJr47rfztr6xubWdm4nv7u3f3BYODpu6ChRDOssEpFqBVSj4BLrhhuBrVghDQOBzWB0M/ObY1SaR/LeTGL0QzqQvM8ZNVbyOwafbCp9tPFpt1B0S+4cZJV4GSlChlq38NXpRSwJURomqNZtz42Nn1JlOBM4zXcSjTFlIzrAtqWShqj9dH70lJxbpUf6kbJPGjJXfydSGmo9CQM7GVIz1MveTPzPayemX/FTLuPEoGSLRf1EEBORWQOkxxUyIyaWUKa4vZWwIVWUGdtT3pbgLX95lTTKJe+yVL67KlYrWR05OIUzuAAPrqEKt1CDOjB4gGd4hTdn7Lw4787HYnTNyTIn8AfO5w+f/5Kf</latexit>



Questions?



Conditioning with vectors
Encoder-decoder models like this compress a lot of 
information in a vector. 

Gradients have a long way to travel. Even LSTMs forget.

What is to be done?



Translation with Attention
• Represent a source sentence as a matrix 

• Generate a target sentence from a matrix 

• These two steps are: 

• An algorithm for neural MT 

• A way of introducing attention



Sentences as Matrices
• Problem with the fixed-size vector model in translation 

(maybe in images?) 

• Sentences are of different sizes but vectors are of 
the same size 

• Solution: use matrices instead 

• Fixed number of rows, but number of columns 
depends on the number of words 

• Usually |f| = #cols



Sentences as Matrices

Ich möchte ein Bier



Sentences as Matrices

Ich möchte ein Bier Mach’s gut



Sentences as Matrices

Ich möchte ein Bier Mach’s gut Die Wahrheiten der Menschen sind die unwiderlegbaren Irrtümer



Sentences as Matrices

Ich möchte ein Bier Mach’s gut Die Wahrheiten der Menschen sind die unwiderlegbaren Irrtümer

Question: How do we build these matrices?



With Concatenation
• We can represent a sentence by stacking word 

vectors into a matrix representing a sentence 

• This is easy and fast, but it has the following 
limitations 

• There is no positional information about the 
words in the representation 

• Word meanings depend on the context they are 
used in



Ich möchte ein Bier

x1 x2 x3 x4



fi = xi
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Ich möchte ein Bier

fi = xi

F 2 Rn⇥|f |

Ich möchte ein Bier

x1 x2 x3 x4



With Bidirectional RNNs
• A widely used matrix representation, due to Bahdanau et al 

(2015) 

• One column per word 

• Each column (word) has two halves concatenated together: 

• a “forward representation”, i.e., a word and its left context 

• a “reverse representation”, i.e., a word and its right context 

• Implementation: bidirectional RNNs (GRUs or LSTMs) to read f 
from left to right and right to left, concatenate representations
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Generation from Matrices
• We have a matrix F representing the input, now we need to generate from it 

• Bahdanau et al. (2015) were the first to propose using attention for translating from matrix-
encoded sentences 

• High-level idea 

• Generate the output sentence word by word using an RNN 

• At each output position t, the RNN receives two inputs (in addition to any recurrent inputs) 

• a fixed-size vector embedding of the previously generated output symbol et-1 

• a fixed-size vector encoding a “view” of the input matrix 

• How do we get a fixed-size vector from a matrix that changes over time? 

• Bahdanau et al: do a weighted sum of the columns of F (i.e., words) based on how 
important they are at the current time step. (i.e., just a matrix-vector product Fat) 

• The weighting of the input columns at each time-step (at) is called attention
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Ich möchte ein Bier



 →

0
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Attention

• How do we know what to attend to at each time-
step? 

• That is, how do we compute     ?at



Computing Attention
• At each time step (one time step = one output word), we want to be able to 

“attend” to different words in the source sentence 

• We need a weight for every word: this is an |f|-length vector at  

• Here is a simplified version of Bahdanau et al.’s solution 

• Use an RNN to predict model output, call the hidden states 

• At time t compute the expected input embedding 

• Take the dot product with every column in the source matrix to compute 
the attention energy. 

• Exponentiate and normalize to 1: 

• Finally, the input source vector for time t is

at = softmax(ut)

ct = Fat

(called     in the paper)
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Summary
• Attention is closely related to “pooling” operations in convnets (and other 

architectures) 

• Bahdanau’s attention model seems to only cares about “content” 

• No obvious bias in favor of diagonals, short jumps, fertility, etc. 

• Some work has begun to add other “structural” biases (Luong et al., 2015; 
Cohn et al., 2016), but there are lots more opportunities 

• Attention is similar to alignment, but there are important differences  

• alignment makes stochastic but hard decisions. Even if the alignment 
probability distribution is “flat”, the model picks one word or phrase at a time 

• attention is “soft” (you add together all the words). Big difference between 
“flat” and “peaked” attention weights



Questions?



Representing Words in 
Context with Self-Attention

• RNNs are computationally inconvenient: to compute , we need to 
first compute , for which we need to compute … 

• LSTMs have to use their memories to remember everything in the 
past 

• We will solve both of these problems with self-attention. 

• Each  will be computed in parallel (take advantage of GPUs 
which can do a lot of things in parallel) 

• Each  will be able to create a direct “connection” to anything 
else in the sequence without resorting to a single vector “memory” 

• This architecture is called a “transformer”

ht
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I watched three movies yesterday.
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• Different words need to obtain different kinds of 
information from different places. 

• Words need to integrate multiple kinds of information. 

• Although we didn’t consider an example, words may 
need to pass information along multiple hops. 

• Let’s design a model that supports this.
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We will start with  which is obtained to by 
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X 2 Rn⇥d
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and we will transform it into a representation that 
integrates all the necessary contextual information 
useful for the task.
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Since we need information about positions, we need to 
augment X with positional information. 

Word index
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concatenating positional information. 
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Consider just one position. It must decide where else 
in the sentence to attend (and we do permit it to attend to 
itself, since sometimes there may be no relevant external 
information. 

If we compute the inner product , we will get a 
score for every position, which we can normalize into 
an attention weighting .
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Consider just one position. It must decide where else 
in the sentence to attend (and we do permit it to attend to 
itself, since sometimes there may be no relevant external 
information. 

If we compute the inner product , we will get a 
score for every position, which we can normalize into 
an attention weighting .

Xxi 2 Rn
<latexit sha1_base64="Fnd2R83F53QfTaVkhPhLJUHwqJ4=">AAACEnicbZDLSsNAFIYn9VbrLerSzWARdFOSKthlwY3LKvYCTQyT6aQdOpmEmYlYQp7Bja/ixoUibl25822ctBG09YeBj/+cw5zz+zGjUlnWl1FaWl5ZXSuvVzY2t7Z3zN29jowSgUkbRywSPR9JwignbUUVI71YEBT6jHT98UVe794RIWnEb9QkJm6IhpwGFCOlLc88cUKkRn6Q9rIfus88Ch3K4czw0+vsNuWZZ1atmjUVXAS7gCoo1PLMT2cQ4SQkXGGGpOzbVqzcFAlFMSNZxUkkiREeoyHpa+QoJNJNpydl8Eg7AxhEQj+u4NT9PZGiUMpJ6OvOfEs5X8vN/2r9RAUNN6U8ThThePZRkDCoIpjnAwdUEKzYRAPCgupdIR4hgbDSKVZ0CPb8yYvQqdfs01r96qzabBRxlMEBOATHwAbnoAkuQQu0AQYP4Am8gFfj0Xg23oz3WWvJKGb2wR8ZH9+ldp6u</latexit>

softmax(Xxi)
<latexit sha1_base64="eNC3KIpX7n9vp7TneYXMOMvBi+o=">AAACEXicbZDLSgMxFIYz9VbrbdSlm2AR6qbMVMEuC25cVrAXaMuQSTNtaJIZkoy0DPMKbnwVNy4UcevOnW9jph1BW38IfPznHHLO70eMKu04X1ZhbX1jc6u4XdrZ3ds/sA+P2iqMJSYtHLJQdn2kCKOCtDTVjHQjSRD3Gen4k+us3rknUtFQ3OlZRAYcjQQNKEbaWJ5d6XOkx5InKgw0R9N0YfhB0k1/aJp69Nyzy07VmQuugptDGeRqevZnfxjimBOhMUNK9Vwn0oMESU0xI2mpHysSITxBI9IzKBAnapDML0rhmXGGMAileULDuft7IkFcqRn3TWe2pFquZeZ/tV6sg/ogoSKKNRF48VEQM6hDmMUDh1QSrNnMAMKSml0hHiOJsDYhlkwI7vLJq9CuVd2Lau32styo53EUwQk4BRXggivQADegCVoAgwfwBF7Aq/VoPVtv1vuitWDlM8fgj6yPb1Ginok=</latexit>

We can do this “in parallel” for all positions by doing the 
following  which is in . And 
then the “output” is .

A = softmax(XX>)
<latexit sha1_base64="mRyhC1C9QKq+FJZTFELUNId3JYo=">AAACGHicbZDLSgMxFIYzXmu9jbp0M1iEuqkzVbAboeLGZQV7gbaWTJppQ5PJkJwRyzCP4cZXceNCEbfd+TamF0FbDwQ+/v8ccs7vR5xpcN0va2l5ZXVtPbOR3dza3tm19/ZrWsaK0CqRXKqGjzXlLKRVYMBpI1IUC5/Tuj+4Hvv1B6o0k+EdDCPaFrgXsoARDEbq2KctgaHvB8lVejlBJRItAxD4Mc3/eI1Gep+0QEbpScfOuQV3Us4ieDPIoVlVOvao1ZUkFjQEwrHWTc+NoJ1gBYxwmmZbsaYRJgPco02DIRZUt5PJYalzbJSuE0hlXgjORP09kWCh9VD4pnO8qp73xuJ/XjOGoNROWBjFQEMy/SiIuQPSGafkdJmiBPjQACaKmV0d0scKEzBZZk0I3vzJi1ArFryzQvH2PFcuzeLIoEN0hPLIQxeojG5QBVURQU/oBb2hd+vZerU+rM9p65I1mzlAf8oafQO7eqFq</latexit>

[0, 1]n⇥n
<latexit sha1_base64="wcd3K+BHcFfKMYUmg9nNOAKiE/c=">AAAB+nicbVBNS8NAEN3Ur1q/Uj16WSyCBylJFeyx4MVjBfsBaSyb7aZdutmE3YlSYn+KFw+KePWXePPfuG1z0NYHA4/3ZpiZFySCa3Ccb6uwtr6xuVXcLu3s7u0f2OXDto5TRVmLxiJW3YBoJrhkLeAgWDdRjESBYJ1gfD3zOw9MaR7LO5gkzI/IUPKQUwJG6ttlzzl3/ftM9oBHTGM57dsVp+rMgVeJm5MKytHs21+9QUzTiEmggmjtuU4CfkYUcCrYtNRLNUsIHZMh8wyVxOzxs/npU3xqlAEOY2VKAp6rvycyEmk9iQLTGREY6WVvJv7neSmEdT/jMkmBSbpYFKYCQ4xnOeABV4yCmBhCqOLmVkxHRBEKJq2SCcFdfnmVtGtV96Jau72sNOp5HEV0jE7QGXLRFWqgG9RELUTRI3pGr+jNerJerHfrY9FasPKZI/QH1ucPWwWTZA==</latexit>

Y = AX
<latexit sha1_base64="2J9W6i18WHWUKsj15gasZMsRn78=">AAAB/3icbVDLSsNAFL2pr1pfUcGNm2ARXJWkCnYjVNy4rGAf0oYymU7aoZNJmJkIJWbhr7hxoYhbf8Odf+OkjaCtBwYO59zLPXO8iFGpbPvLKCwtr6yuFddLG5tb2zvm7l5LhrHApIlDFoqOhyRhlJOmooqRTiQICjxG2t74KvPb90RIGvJbNYmIG6Ahpz7FSGmpbx70AqRGnp/cpRc/9LKT9s2yXbGnsBaJk5My5Gj0zc/eIMRxQLjCDEnZdexIuQkSimJG0lIvliRCeIyGpKspRwGRbjLNn1rHWhlYfij048qaqr83EhRIOQk8PZlFlPNeJv7ndWPl19yE8ihWhOPZIT9mlgqtrAxrQAXBik00QVhQndXCIyQQVrqyki7Bmf/yImlVK85ppXpzVq7X8jqKcAhHcAIOnEMdrqEBTcDwAE/wAq/Go/FsvBnvs9GCke/swx8YH99H+5Y8</latexit>
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score for every position, which we can normalize into 
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We can do this “in parallel” for all positions by doing the 
following  which is in . And 
then the “output” is .
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Unfortunately: each word will always want to attend to 
itself (property of inner products), attention will be 
symmetric (we don’t want this), and we can’t attend to 
different kinds of information.
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Consider just one position. It must decide where else 
in the sentence to attend (and we do permit it to attend to 
itself, since sometimes there may be no relevant external 
information. 

If we compute the inner product , we will get a 
score for every position, which we can normalize into 
an attention weighting .

Xxi 2 Rn
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following  which is in . And 
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Unfortunately: each word will always want to attend to 
itself (property of inner products), attention will be 
symmetric (we don’t want this), and we can’t attend to 
different kinds of information.

We need some parameters!
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concatenating positional information. 
X 2 Rn⇥d
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Another attempt: Let’s add a parameter , now 
we can compute . This lets us control where 
we look, and attention is no necessarily symmetric.  

Moreover, we can still do things very efficiently with by 
computing .

W 2 Rd⇥d
<latexit sha1_base64="xAU360yZdKgGZfMDfm0q64zAyJs=">AAACD3icbVC7TsMwFL0pr1JeBUYWiwrEVCUFiY6VWBgLog+pKZXjOK1Vx4lsB6mK8gcs/AoLAwixsrLxNzhtB2g5kqXjc+7Vvfd4MWdK2/a3VVhZXVvfKG6WtrZ3dvfK+wdtFSWS0BaJeCS7HlaUM0FbmmlOu7GkOPQ47Xjjq9zvPFCpWCTu9CSm/RAPBQsYwdpIg/KpG2I98oK0kyGXCTT7eultdp/6yNUspAr52aBcsav2FGiZOHNSgTmag/KX60ckCanQhGOleo4d636KpWaE06zkJorGmIzxkPYMFdjM6afTezJ0YhQfBZE0T2g0VX93pDhUahJ6pjJfVy16ufif10t0UO+nTMSJpoLMBgUJRzpCeTjIZ5ISzSeGYCKZ2RWREZaYaBNhyYTgLJ68TNq1qnNerd1cVBr1eRxFOIJjOAMHLqEB19CEFhB4hGd4hTfryXqx3q2PWWnBmvccwh9Ynz8MV5yh</latexit>

XWxi 2 Rn
<latexit sha1_base64="fHLlbVW7AWH/SZFpfi+b79n/o64=">AAACCnicbVBNS8NAEJ34WetX1KOX1SJ4KkkV7LHgxWMV+wFtLZvtpl262YTdjVhCzl78K148KOLVX+DNf+OmzUFbHww83pthZp4Xcaa043xbS8srq2vrhY3i5tb2zq69t99UYSwJbZCQh7LtYUU5E7Shmea0HUmKA4/Tlje+zPzWPZWKheJWTyLaC/BQMJ8RrI3Ut4+6AdYjz0/arYe0z1CXCTSTvOQmvUtE2rdLTtmZAi0SNyclyFHv21/dQUjigApNOFaq4zqR7iVYakY4TYvdWNEIkzEe0o6hAgdU9ZLpKyk6McoA+aE0JTSaqr8nEhwoNQk805ldqea9TPzP68Tar/YSJqJYU0Fmi/yYIx2iLBc0YJISzSeGYCKZuRWREZaYaJNe0YTgzr+8SJqVsntWrlyfl2rVPI4CHMIxnIILF1CDK6hDAwg8wjO8wpv1ZL1Y79bHrHXJymcO4A+szx/Lb5rv</latexit>

softmax(XWX>)
<latexit sha1_base64="QfpeUZurhJn1Sg97gJ4YzxGyf+Q=">AAACDnicbVA9SwNBEN2LXzF+RS1tDkMgNuEuCqYM2FhGMB+QxLC32UuW7N4eu3NiOO4X2PhXbCwUsbW289+4uVyhiQ8GHu/NMDPPCznT4DjfVm5tfWNzK79d2Nnd2z8oHh61tYwUoS0iuVRdD2vKWUBbwIDTbqgoFh6nHW96Nfc791RpJoNbmIV0IPA4YD4jGIw0LJb7AsNEiVhLHwR+SCqp4Plxt9NN7uI+yDA5GxZLTtVJYa8SNyMllKE5LH71R5JEggZAONa65zohDGKsgBFOk0I/0jTEZIrHtGdogAXVgzh9J7HLRhnZvlSmArBT9fdEjIXWM+GZzvmtetmbi/95vQj8+iBmQRgBDchikR9xG6Q9z8YeMUUJ8JkhmChmbrXJBCtMwCRYMCG4yy+vknat6p5XazcXpUY9iyOPTtApqiAXXaIGukZN1EIEPaJn9IrerCfrxXq3PhatOSubOUZ/YH3+ALEBnRk=</latexit>



三部 电影看了我 昨天

 is obtained to by stacking word vectors and 
concatenating positional information. 
X 2 Rn⇥d

<latexit sha1_base64="YZgVFOmz+Dx9LW/0lQCk3v2wezc=">AAACDXicbVC7TsMwFL0pr1JeBUYWi4LEVCUFiY6VWBgLog+pCZXjOq1Vx4lsB6mK8gMs/AoLAwixsrPxN7htBmg5kqXjc+7Vvff4MWdK2/a3VVhZXVvfKG6WtrZ3dvfK+wdtFSWS0BaJeCS7PlaUM0FbmmlOu7GkOPQ57fjjq6nfeaBSsUjc6UlMvRAPBQsYwdpI/fKJG2I98oO0m7lMzD9+epvdpwK5moVUoUHWL1fsqj0DWiZOTiqQo9kvf7mDiCQhFZpwrFTPsWPtpVhqRjjNSm6iaIzJGA9pz1CBzRwvnV2ToVOjDFAQSfOERjP1d0eKQ6UmoW8qp+uqRW8q/uf1Eh3UvZSJONFUkPmgIOFIR2gaDRowSYnmE0MwkczsisgIS0y0CbBkQnAWT14m7VrVOa/Wbi4qjXoeRxGO4BjOwIFLaMA1NKEFBB7hGV7hzXqyXqx362NeWrDynkP4A+vzB2IynFg=</latexit>

Another attempt: Let’s add a parameter , now 
we can compute . This lets us control where 
we look, and attention is no necessarily symmetric.  

Moreover, we can still do things very efficiently with by 
computing .

W 2 Rd⇥d
<latexit sha1_base64="xAU360yZdKgGZfMDfm0q64zAyJs=">AAACD3icbVC7TsMwFL0pr1JeBUYWiwrEVCUFiY6VWBgLog+pKZXjOK1Vx4lsB6mK8gcs/AoLAwixsrLxNzhtB2g5kqXjc+7Vvfd4MWdK2/a3VVhZXVvfKG6WtrZ3dvfK+wdtFSWS0BaJeCS7HlaUM0FbmmlOu7GkOPQ47Xjjq9zvPFCpWCTu9CSm/RAPBQsYwdpIg/KpG2I98oK0kyGXCTT7eultdp/6yNUspAr52aBcsav2FGiZOHNSgTmag/KX60ckCanQhGOleo4d636KpWaE06zkJorGmIzxkPYMFdjM6afTezJ0YhQfBZE0T2g0VX93pDhUahJ6pjJfVy16ufif10t0UO+nTMSJpoLMBgUJRzpCeTjIZ5ISzSeGYCKZ2RWREZaYaBNhyYTgLJ68TNq1qnNerd1cVBr1eRxFOIJjOAMHLqEB19CEFhB4hGd4hTfryXqx3q2PWWnBmvccwh9Ynz8MV5yh</latexit>

XWxi 2 Rn
<latexit sha1_base64="fHLlbVW7AWH/SZFpfi+b79n/o64=">AAACCnicbVBNS8NAEJ34WetX1KOX1SJ4KkkV7LHgxWMV+wFtLZvtpl262YTdjVhCzl78K148KOLVX+DNf+OmzUFbHww83pthZp4Xcaa043xbS8srq2vrhY3i5tb2zq69t99UYSwJbZCQh7LtYUU5E7Shmea0HUmKA4/Tlje+zPzWPZWKheJWTyLaC/BQMJ8RrI3Ut4+6AdYjz0/arYe0z1CXCTSTvOQmvUtE2rdLTtmZAi0SNyclyFHv21/dQUjigApNOFaq4zqR7iVYakY4TYvdWNEIkzEe0o6hAgdU9ZLpKyk6McoA+aE0JTSaqr8nEhwoNQk805ldqea9TPzP68Tar/YSJqJYU0Fmi/yYIx2iLBc0YJISzSeGYCKZuRWREZaYaJNe0YTgzr+8SJqVsntWrlyfl2rVPI4CHMIxnIILF1CDK6hDAwg8wjO8wpv1ZL1Y79bHrHXJymcO4A+szx/Lb5rv</latexit>

softmax(XWX>)
<latexit sha1_base64="QfpeUZurhJn1Sg97gJ4YzxGyf+Q=">AAACDnicbVA9SwNBEN2LXzF+RS1tDkMgNuEuCqYM2FhGMB+QxLC32UuW7N4eu3NiOO4X2PhXbCwUsbW289+4uVyhiQ8GHu/NMDPPCznT4DjfVm5tfWNzK79d2Nnd2z8oHh61tYwUoS0iuVRdD2vKWUBbwIDTbqgoFh6nHW96Nfc791RpJoNbmIV0IPA4YD4jGIw0LJb7AsNEiVhLHwR+SCqp4Plxt9NN7uI+yDA5GxZLTtVJYa8SNyMllKE5LH71R5JEggZAONa65zohDGKsgBFOk0I/0jTEZIrHtGdogAXVgzh9J7HLRhnZvlSmArBT9fdEjIXWM+GZzvmtetmbi/95vQj8+iBmQRgBDchikR9xG6Q9z8YeMUUJ8JkhmChmbrXJBCtMwCRYMCG4yy+vknat6p5XazcXpUY9iyOPTtApqiAXXaIGukZN1EIEPaJn9IrerCfrxXq3PhatOSubOUZ/YH3+ALEBnRk=</latexit>

To attend to different kinds of information, we can just 
add multiple W’s, or equivalently, redefine 

 and use batched matrix multiplies.W 2 Rh⇥d⇥d
<latexit sha1_base64="WuSdQLYYt13WRXvppEGcvSny+FM=">AAACFnicbVDLSsNAFL3xWeur6tLNYBHcWJIq2GXBjcsq9gFNLJPppB06mYSZiVBCvsKNv+LGhSJuxZ1/47QNoq0HBs6ccy/33uPHnClt21/W0vLK6tp6YaO4ubW9s1va22+pKJGENknEI9nxsaKcCdrUTHPaiSXFoc9p2x9dTvz2PZWKReJWj2PqhXggWMAI1kbqlU7dEOuhH6TtzGVi9vHTm+wuHSJXs5Aq1P8hWa9Utiv2FGiRODkpQ45Gr/Tp9iOShFRowrFSXceOtZdiqRnhNCu6iaIxJiM8oF1DBTZzvHR6VoaOjdJHQSTNExpN1d8dKQ6VGoe+qZzsrea9ifif1010UPNSJuJEU0Fmg4KEIx2hSUaozyQlmo8NwUQysysiQywx0SbJognBmT95kbSqFeesUr0+L9dreRwFOIQjOAEHLqAOV9CAJhB4gCd4gVfr0Xq23qz3WemSlfccwB9YH9/yTZ/N</latexit>
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 is obtained to by stacking word vectors and 
concatenating positional information. 
X 2 Rn⇥d

<latexit sha1_base64="YZgVFOmz+Dx9LW/0lQCk3v2wezc=">AAACDXicbVC7TsMwFL0pr1JeBUYWi4LEVCUFiY6VWBgLog+pCZXjOq1Vx4lsB6mK8gMs/AoLAwixsrPxN7htBmg5kqXjc+7Vvff4MWdK2/a3VVhZXVvfKG6WtrZ3dvfK+wdtFSWS0BaJeCS7PlaUM0FbmmlOu7GkOPQ57fjjq6nfeaBSsUjc6UlMvRAPBQsYwdpI/fKJG2I98oO0m7lMzD9+epvdpwK5moVUoUHWL1fsqj0DWiZOTiqQo9kvf7mDiCQhFZpwrFTPsWPtpVhqRjjNSm6iaIzJGA9pz1CBzRwvnV2ToVOjDFAQSfOERjP1d0eKQ6UmoW8qp+uqRW8q/uf1Eh3UvZSJONFUkPmgIOFIR2gaDRowSYnmE0MwkczsisgIS0y0CbBkQnAWT14m7VrVOa/Wbi4qjXoeRxGO4BjOwIFLaMA1NKEFBB7hGV7hzXqyXqx362NeWrDynkP4A+vzB2IynFg=</latexit>

Another attempt: Let’s add a parameter , now 
we can compute . This lets us control where 
we look, and attention is no necessarily symmetric.  

Moreover, we can still do things very efficiently with by 
computing .

W 2 Rd⇥d
<latexit sha1_base64="xAU360yZdKgGZfMDfm0q64zAyJs=">AAACD3icbVC7TsMwFL0pr1JeBUYWiwrEVCUFiY6VWBgLog+pKZXjOK1Vx4lsB6mK8gcs/AoLAwixsrLxNzhtB2g5kqXjc+7Vvfd4MWdK2/a3VVhZXVvfKG6WtrZ3dvfK+wdtFSWS0BaJeCS7HlaUM0FbmmlOu7GkOPQ47Xjjq9zvPFCpWCTu9CSm/RAPBQsYwdpIg/KpG2I98oK0kyGXCTT7eultdp/6yNUspAr52aBcsav2FGiZOHNSgTmag/KX60ckCanQhGOleo4d636KpWaE06zkJorGmIzxkPYMFdjM6afTezJ0YhQfBZE0T2g0VX93pDhUahJ6pjJfVy16ufif10t0UO+nTMSJpoLMBgUJRzpCeTjIZ5ISzSeGYCKZ2RWREZaYaBNhyYTgLJ68TNq1qnNerd1cVBr1eRxFOIJjOAMHLqEB19CEFhB4hGd4hTfryXqx3q2PWWnBmvccwh9Ynz8MV5yh</latexit>

XWxi 2 Rn
<latexit sha1_base64="fHLlbVW7AWH/SZFpfi+b79n/o64=">AAACCnicbVBNS8NAEJ34WetX1KOX1SJ4KkkV7LHgxWMV+wFtLZvtpl262YTdjVhCzl78K148KOLVX+DNf+OmzUFbHww83pthZp4Xcaa043xbS8srq2vrhY3i5tb2zq69t99UYSwJbZCQh7LtYUU5E7Shmea0HUmKA4/Tlje+zPzWPZWKheJWTyLaC/BQMJ8RrI3Ut4+6AdYjz0/arYe0z1CXCTSTvOQmvUtE2rdLTtmZAi0SNyclyFHv21/dQUjigApNOFaq4zqR7iVYakY4TYvdWNEIkzEe0o6hAgdU9ZLpKyk6McoA+aE0JTSaqr8nEhwoNQk805ldqea9TPzP68Tar/YSJqJYU0Fmi/yYIx2iLBc0YJISzSeGYCKZuRWREZaYaJNe0YTgzr+8SJqVsntWrlyfl2rVPI4CHMIxnIILF1CDK6hDAwg8wjO8wpv1ZL1Y79bHrHXJymcO4A+szx/Lb5rv</latexit>

softmax(XWX>)
<latexit sha1_base64="QfpeUZurhJn1Sg97gJ4YzxGyf+Q=">AAACDnicbVA9SwNBEN2LXzF+RS1tDkMgNuEuCqYM2FhGMB+QxLC32UuW7N4eu3NiOO4X2PhXbCwUsbW289+4uVyhiQ8GHu/NMDPPCznT4DjfVm5tfWNzK79d2Nnd2z8oHh61tYwUoS0iuVRdD2vKWUBbwIDTbqgoFh6nHW96Nfc791RpJoNbmIV0IPA4YD4jGIw0LJb7AsNEiVhLHwR+SCqp4Plxt9NN7uI+yDA5GxZLTtVJYa8SNyMllKE5LH71R5JEggZAONa65zohDGKsgBFOk0I/0jTEZIrHtGdogAXVgzh9J7HLRhnZvlSmArBT9fdEjIXWM+GZzvmtetmbi/95vQj8+iBmQRgBDchikR9xG6Q9z8YeMUUJ8JkhmChmbrXJBCtMwCRYMCG4yy+vknat6p5XazcXpUY9iyOPTtApqiAXXaIGukZN1EIEPaJn9IrerCfrxXq3PhatOSubOUZ/YH3+ALEBnRk=</latexit>

To attend to different kinds of information, we can just 
add multiple W’s, or equivalently, redefine 

 and use batched matrix multiplies.W 2 Rh⇥d⇥d
<latexit sha1_base64="WuSdQLYYt13WRXvppEGcvSny+FM=">AAACFnicbVDLSsNAFL3xWeur6tLNYBHcWJIq2GXBjcsq9gFNLJPppB06mYSZiVBCvsKNv+LGhSJuxZ1/47QNoq0HBs6ccy/33uPHnClt21/W0vLK6tp6YaO4ubW9s1va22+pKJGENknEI9nxsaKcCdrUTHPaiSXFoc9p2x9dTvz2PZWKReJWj2PqhXggWMAI1kbqlU7dEOuhH6TtzGVi9vHTm+wuHSJXs5Aq1P8hWa9Utiv2FGiRODkpQ45Gr/Tp9iOShFRowrFSXceOtZdiqRnhNCu6iaIxJiM8oF1DBTZzvHR6VoaOjdJHQSTNExpN1d8dKQ6VGoe+qZzsrea9ifif1010UPNSJuJEU0Fmg4KEIx2hSUaozyQlmo8NwUQysysiQywx0SbJognBmT95kbSqFeesUr0+L9dreRwFOIQjOAEHLqAOV9CAJhB4gCd4gVfr0Xq23qz3WemSlfccwB9YH9/yTZ/N</latexit>

Unfortunately: W has massive number of parameters, 
just to decide where to attend to. This is slow and 
makes learning hard.



三部 电影看了我 昨天

 is obtained to by stacking word vectors and 
concatenating positional information. 
X 2 Rn⇥d

<latexit sha1_base64="YZgVFOmz+Dx9LW/0lQCk3v2wezc=">AAACDXicbVC7TsMwFL0pr1JeBUYWi4LEVCUFiY6VWBgLog+pCZXjOq1Vx4lsB6mK8gMs/AoLAwixsrPxN7htBmg5kqXjc+7Vvff4MWdK2/a3VVhZXVvfKG6WtrZ3dvfK+wdtFSWS0BaJeCS7PlaUM0FbmmlOu7GkOPQ57fjjq6nfeaBSsUjc6UlMvRAPBQsYwdpI/fKJG2I98oO0m7lMzD9+epvdpwK5moVUoUHWL1fsqj0DWiZOTiqQo9kvf7mDiCQhFZpwrFTPsWPtpVhqRjjNSm6iaIzJGA9pz1CBzRwvnV2ToVOjDFAQSfOERjP1d0eKQ6UmoW8qp+uqRW8q/uf1Eh3UvZSJONFUkPmgIOFIR2gaDRowSYnmE0MwkczsisgIS0y0CbBkQnAWT14m7VrVOa/Wbi4qjXoeRxGO4BjOwIFLaMA1NKEFBB7hGV7hzXqyXqx362NeWrDynkP4A+vzB2IynFg=</latexit>

Another attempt: Let’s use a low rank approximation of 
W. We define two matrices   and  and 
then do .

L 2 Rd⇥`
<latexit sha1_base64="YYB8OE9UQCwg6lUsaia3G5iWykE=">AAACEHicbVC7TsMwFHV4lvIqMLJYVAimKilIdKzEwsBQEH1ITagc96a16jiR7SBVUT6BhV9hYQAhVkY2/ga3zQAtR7J0fM69uvceP+ZMadv+tpaWV1bX1gsbxc2t7Z3d0t5+S0WJpNCkEY9kxycKOBPQ1Exz6MQSSOhzaPujy4nffgCpWCTu9DgGLyQDwQJGiTZSr3TihkQP/SC9zlwmZh8/vc3u0z52NQtBYRc4z3qlsl2xp8CLxMlJGeVo9Epfbj+iSQhCU06U6jp2rL2USM0oh6zoJgpiQkdkAF1DBTGjvHR6UIaPjdLHQSTNExpP1d8dKQmVGoe+qZxsrOa9ifif1010UPNSJuJEg6CzQUHCsY7wJB3cZxKo5mNDCJXM7IrpkEhCtcmwaEJw5k9eJK1qxTmrVG/Oy/VaHkcBHaIjdIocdIHq6Ao1UBNR9Iie0St6s56sF+vd+piVLll5zwH6A+vzB68AnZU=</latexit>

R 2 R`⇥d
<latexit sha1_base64="9RISKzV6HwnhYYXv2bFGyLm5JaE=">AAACEHicbVBLS8NAEN7UV62vqEcvi0X0VJIq2GPBi8cq9gFNLJvNpF262YTdjVBCf4IX/4oXD4p49ejNf+P2cdDWDwa++WaGmfmClDOlHefbKqysrq1vFDdLW9s7u3v2/kFLJZmk0KQJT2QnIAo4E9DUTHPopBJIHHBoB8OrSb39AFKxRNzpUQp+TPqCRYwSbaSeferFRA+CKL8de0zMksAk97kHnGNPsxgUDsc9u+xUnCnwMnHnpIzmaPTsLy9MaBaD0JQTpbquk2o/J1IzymFc8jIFKaFD0oeuoYKYPX4+fWiMT4wS4iiRJoTGU/X3RE5ipUZxYDonF6vF2kT8r9bNdFTzcybSTIOgs0VRxrFO8MQdHDIJVPORIYRKZm7FdEAkodp4WDImuIsvL5NWteKeV6o3F+V6bW5HER2hY3SGXHSJ6ugaNVATUfSIntErerOerBfr3fqYtRas+cwh+gPr8we6Q52b</latexit>

A = softmax(XLRX>)
<latexit sha1_base64="yetbz25lGzZ3OUuXpKpI00dVKqE=">AAACGnicbZDLSgMxFIYz9VbrrerSzWAR6qbMVMFuhIobFy6q2Au0tWTSTBuaTIbkjFiGeQ43voobF4q4Eze+jelF0NYDgY//P4ec83shZxoc58tKLSwuLa+kVzNr6xubW9ntnZqWkSK0SiSXquFhTTkLaBUYcNoIFcXC47TuDc5Hfv2OKs1kcAPDkLYF7gXMZwSDkTpZtyUw9D0/PktOx6hErKUPAt8n+R+vcXndSG7jFsgwOexkc07BGZc9D+4UcmhalU72o9WVJBI0AMKx1k3XCaEdYwWMcJpkWpGmISYD3KNNgwEWVLfj8WmJfWCUru1LZV4A9lj9PRFjofVQeKZztKye9Ubif14zAr/UjlkQRkADMvnIj7gN0h7lZHeZogT40AAmipldbdLHChMwaWZMCO7syfNQKxbco0Lx6jhXLk3jSKM9tI/yyEUnqIwuUAVVEUEP6Am9oFfr0Xq23qz3SWvKms7soj9lfX4DGiCiHA==</latexit>

Now we can control the number of parameters in the 
model by setting  to be as small as we like! In practice, 
it’s common to use .

`
<latexit sha1_base64="U/OAY+PHRIX66TWRkjpvkrlXD4A=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KkkV7LHgxWMF+wFtKJvtpF26m4TdjVBC/4IXD4p49Q9589+4aXPQ1gcDj/dmmJkXJIJr47rfzsbm1vbObmmvvH9weHRcOTnt6DhVDNssFrHqBVSj4BG2DTcCe4lCKgOB3WB6l/vdJ1Sax9GjmSXoSzqOeMgZNbk0QCGGlapbcxcg68QrSBUKtIaVr8EoZqnEyDBBte57bmL8jCrDmcB5eZBqTCib0jH2LY2oRO1ni1vn5NIqIxLGylZkyEL9PZFRqfVMBrZTUjPRq14u/uf1UxM2/IxHSWowYstFYSqIiUn+OBlxhcyImSWUKW5vJWxCFWXGxlO2IXirL6+TTr3mXdfqDzfVZqOIowTncAFX4MEtNOEeWtAGBhN4hld4c6Tz4rw7H8vWDaeYOYM/cD5/AAuyjjU=</latexit>

` = d/h
<latexit sha1_base64="/W0I2B7JHwkgpGza5xhRkaEwqLY=">AAAB8XicbVDLSgNBEOyNrxhfUY9eBoPgKe5GwVyEgBePEcwDkyXMznaSIbOzy8ysEEL+wosHRbz6N978GyfJHjSxoKGo6qa7K0gE18Z1v53c2vrG5lZ+u7Czu7d/UDw8auo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDvzW0+oNI/lgxkn6Ed0IHmfM2qs9NhFIcgNCS+GvWLJLbtzkFXiZaQEGeq94lc3jFkaoTRMUK07npsYf0KV4UzgtNBNNSaUjegAO5ZKGqH2J/OLp+TMKiHpx8qWNGSu/p6Y0EjrcRTYzoiaoV72ZuJ/Xic1/ao/4TJJDUq2WNRPBTExmb1PQq6QGTG2hDLF7a2EDamizNiQCjYEb/nlVdKslL3LcuX+qlSrZnHk4QRO4Rw8uIYa3EEdGsBAwjO8wpujnRfn3flYtOacbOYY/sD5/AEv2o/p</latexit>

So we can write .Y = softmax(XLRX>)X
<latexit sha1_base64="LIofIco0nZSImd/EsIZEdOMBKmA=">AAACJnicbVBNSwMxEM3Wr1q/Vj16CRahXspuFfQiFLx48KBitdLWkk2zbWiyWZJZsSz7a7z4V7x4UES8+VNMaxW1Pgi8vDfDzLwgFtyA5705uanpmdm5/HxhYXFpecVdXbswKtGU1agSStcDYpjgEasBB8HqsWZEBoJdBv3DoX95w7ThKjqHQcxaknQjHnJKwEpt96ApCfSCML3K8AEefbRMjQpBktus9OXWj8/q2XXaBBVn299i1naLXtkbAU8Sf0yKaIyTtvvU7CiaSBYBFcSYhu/F0EqJBk4FywrNxLCY0D7psoalEZHMtNLRmRneskoHh0rbFwEeqT87UiKNGcjAVg43NH+9ofif10gg3G+lPIoTYBH9HBQmAoPCw8xwh2tGQQwsIVRzuyumPaIJBZtswYbg/z15klxUyv5OuXK6W6zuj+PIow20iUrIR3uoio7QCaohiu7QA3pCz8698+i8OK+fpTln3LOOfsF5/wCNp6cK</latexit>
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 is obtained to by stacking word vectors and 
concatenating positional information. 
X 2 Rn⇥d

<latexit sha1_base64="YZgVFOmz+Dx9LW/0lQCk3v2wezc=">AAACDXicbVC7TsMwFL0pr1JeBUYWi4LEVCUFiY6VWBgLog+pCZXjOq1Vx4lsB6mK8gMs/AoLAwixsrPxN7htBmg5kqXjc+7Vvff4MWdK2/a3VVhZXVvfKG6WtrZ3dvfK+wdtFSWS0BaJeCS7PlaUM0FbmmlOu7GkOPQ57fjjq6nfeaBSsUjc6UlMvRAPBQsYwdpI/fKJG2I98oO0m7lMzD9+epvdpwK5moVUoUHWL1fsqj0DWiZOTiqQo9kvf7mDiCQhFZpwrFTPsWPtpVhqRjjNSm6iaIzJGA9pz1CBzRwvnV2ToVOjDFAQSfOERjP1d0eKQ6UmoW8qp+uqRW8q/uf1Eh3UvZSJONFUkPmgIOFIR2gaDRowSYnmE0MwkczsisgIS0y0CbBkQnAWT14m7VrVOa/Wbi4qjXoeRxGO4BjOwIFLaMA1NKEFBB7hGV7hzXqyXqx362NeWrDynkP4A+vzB2IynFg=</latexit>

Another attempt: Let’s use a low rank approximation of 
W. We define two matrices   and  and 
then do .

L 2 Rd⇥`
<latexit sha1_base64="YYB8OE9UQCwg6lUsaia3G5iWykE=">AAACEHicbVC7TsMwFHV4lvIqMLJYVAimKilIdKzEwsBQEH1ITagc96a16jiR7SBVUT6BhV9hYQAhVkY2/ga3zQAtR7J0fM69uvceP+ZMadv+tpaWV1bX1gsbxc2t7Z3d0t5+S0WJpNCkEY9kxycKOBPQ1Exz6MQSSOhzaPujy4nffgCpWCTu9DgGLyQDwQJGiTZSr3TihkQP/SC9zlwmZh8/vc3u0z52NQtBYRc4z3qlsl2xp8CLxMlJGeVo9Epfbj+iSQhCU06U6jp2rL2USM0oh6zoJgpiQkdkAF1DBTGjvHR6UIaPjdLHQSTNExpP1d8dKQmVGoe+qZxsrOa9ifif1010UPNSJuJEg6CzQUHCsY7wJB3cZxKo5mNDCJXM7IrpkEhCtcmwaEJw5k9eJK1qxTmrVG/Oy/VaHkcBHaIjdIocdIHq6Ao1UBNR9Iie0St6s56sF+vd+piVLll5zwH6A+vzB68AnZU=</latexit>

R 2 R`⇥d
<latexit sha1_base64="9RISKzV6HwnhYYXv2bFGyLm5JaE=">AAACEHicbVBLS8NAEN7UV62vqEcvi0X0VJIq2GPBi8cq9gFNLJvNpF262YTdjVBCf4IX/4oXD4p49ejNf+P2cdDWDwa++WaGmfmClDOlHefbKqysrq1vFDdLW9s7u3v2/kFLJZmk0KQJT2QnIAo4E9DUTHPopBJIHHBoB8OrSb39AFKxRNzpUQp+TPqCRYwSbaSeferFRA+CKL8de0zMksAk97kHnGNPsxgUDsc9u+xUnCnwMnHnpIzmaPTsLy9MaBaD0JQTpbquk2o/J1IzymFc8jIFKaFD0oeuoYKYPX4+fWiMT4wS4iiRJoTGU/X3RE5ipUZxYDonF6vF2kT8r9bNdFTzcybSTIOgs0VRxrFO8MQdHDIJVPORIYRKZm7FdEAkodp4WDImuIsvL5NWteKeV6o3F+V6bW5HER2hY3SGXHSJ6ugaNVATUfSIntErerOerBfr3fqYtRas+cwh+gPr8we6Q52b</latexit>

A = softmax(XLRX>)
<latexit sha1_base64="yetbz25lGzZ3OUuXpKpI00dVKqE=">AAACGnicbZDLSgMxFIYz9VbrrerSzWAR6qbMVMFuhIobFy6q2Au0tWTSTBuaTIbkjFiGeQ43voobF4q4Eze+jelF0NYDgY//P4ec83shZxoc58tKLSwuLa+kVzNr6xubW9ntnZqWkSK0SiSXquFhTTkLaBUYcNoIFcXC47TuDc5Hfv2OKs1kcAPDkLYF7gXMZwSDkTpZtyUw9D0/PktOx6hErKUPAt8n+R+vcXndSG7jFsgwOexkc07BGZc9D+4UcmhalU72o9WVJBI0AMKx1k3XCaEdYwWMcJpkWpGmISYD3KNNgwEWVLfj8WmJfWCUru1LZV4A9lj9PRFjofVQeKZztKye9Ubif14zAr/UjlkQRkADMvnIj7gN0h7lZHeZogT40AAmipldbdLHChMwaWZMCO7syfNQKxbco0Lx6jhXLk3jSKM9tI/yyEUnqIwuUAVVEUEP6Am9oFfr0Xq23qz3SWvKms7soj9lfX4DGiCiHA==</latexit>

Now we can control the number of parameters in the 
model by setting  to be as small as we like! In practice, 
it’s common to use .

`
<latexit sha1_base64="U/OAY+PHRIX66TWRkjpvkrlXD4A=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KkkV7LHgxWMF+wFtKJvtpF26m4TdjVBC/4IXD4p49Q9589+4aXPQ1gcDj/dmmJkXJIJr47rfzsbm1vbObmmvvH9weHRcOTnt6DhVDNssFrHqBVSj4BG2DTcCe4lCKgOB3WB6l/vdJ1Sax9GjmSXoSzqOeMgZNbk0QCGGlapbcxcg68QrSBUKtIaVr8EoZqnEyDBBte57bmL8jCrDmcB5eZBqTCib0jH2LY2oRO1ni1vn5NIqIxLGylZkyEL9PZFRqfVMBrZTUjPRq14u/uf1UxM2/IxHSWowYstFYSqIiUn+OBlxhcyImSWUKW5vJWxCFWXGxlO2IXirL6+TTr3mXdfqDzfVZqOIowTncAFX4MEtNOEeWtAGBhN4hld4c6Tz4rw7H8vWDaeYOYM/cD5/AAuyjjU=</latexit>

` = d/h
<latexit sha1_base64="/W0I2B7JHwkgpGza5xhRkaEwqLY=">AAAB8XicbVDLSgNBEOyNrxhfUY9eBoPgKe5GwVyEgBePEcwDkyXMznaSIbOzy8ysEEL+wosHRbz6N978GyfJHjSxoKGo6qa7K0gE18Z1v53c2vrG5lZ+u7Czu7d/UDw8auo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDvzW0+oNI/lgxkn6Ed0IHmfM2qs9NhFIcgNCS+GvWLJLbtzkFXiZaQEGeq94lc3jFkaoTRMUK07npsYf0KV4UzgtNBNNSaUjegAO5ZKGqH2J/OLp+TMKiHpx8qWNGSu/p6Y0EjrcRTYzoiaoV72ZuJ/Xic1/ao/4TJJDUq2WNRPBTExmb1PQq6QGTG2hDLF7a2EDamizNiQCjYEb/nlVdKslL3LcuX+qlSrZnHk4QRO4Rw8uIYa3EEdGsBAwjO8wpujnRfn3flYtOacbOYY/sD5/AEv2o/p</latexit>

So we can write .Y = softmax(XLRX>)X
<latexit sha1_base64="LIofIco0nZSImd/EsIZEdOMBKmA=">AAACJnicbVBNSwMxEM3Wr1q/Vj16CRahXspuFfQiFLx48KBitdLWkk2zbWiyWZJZsSz7a7z4V7x4UES8+VNMaxW1Pgi8vDfDzLwgFtyA5705uanpmdm5/HxhYXFpecVdXbswKtGU1agSStcDYpjgEasBB8HqsWZEBoJdBv3DoX95w7ThKjqHQcxaknQjHnJKwEpt96ApCfSCML3K8AEefbRMjQpBktus9OXWj8/q2XXaBBVn299i1naLXtkbAU8Sf0yKaIyTtvvU7CiaSBYBFcSYhu/F0EqJBk4FywrNxLCY0D7psoalEZHMtNLRmRneskoHh0rbFwEeqT87UiKNGcjAVg43NH+9ofif10gg3G+lPIoTYBH9HBQmAoPCw8xwh2tGQQwsIVRzuyumPaIJBZtswYbg/z15klxUyv5OuXK6W6zuj+PIow20iUrIR3uoio7QCaohiu7QA3pCz8698+i8OK+fpTln3LOOfsF5/wCNp6cK</latexit>

But what about multiple heads? We would like each of 
these to extract different information from different places. 
Since we want to extract different information, we need to 
transform X:  where we 
also want P to be low rank: , or rather, in the 
case of multiple heads, .

Y = softmax(XLRX>)XP
<latexit sha1_base64="NOXD6xq0lCInO+beN7td5/L4Mx8=">AAACPnicbVBNTxsxEPVSvho+GtpjLxYRElyiXUBqLkiRuPTAIUUEgrIh8jpesGKvV/Zs1cjyL+uF38CNYy89tEJcOeIsCQLCSJbevDejeX5JLriBMLwN5j7MLywuLX+srKyurX+qbnw+NarQlLWpEkp3EmKY4BlrAwfBOrlmRCaCnSXDw7F+9pNpw1V2AqOc9SS5zHjKKQFP9avtWBK4SlJ77vABLhstrVEpSPLLbU/VztFxx13YGFTudp5JZ+PSgU1EwdyUbjnXr9bCelgWngXRBNTQpFr96k08ULSQLAMqiDHdKMyhZ4kGTgVzlbgwLCd0SC5Z18OMSGZ6tjzu8JZnBjhV2r8McMm+3LBEGjOSiZ8cWzRvtTH5ntYtIG30LM/yAlhGnw6lhcCg8DhLPOCaURAjDwjV3HvF9IpoQsEnXvEhRG+/PAtOd+vRXn33x36t2ZjEsYy+ok20jSL0DTXRd9RCbUTRb/QH/UP/g+vgb3AX3D+NzgWTnS/oVQUPjy+0siM=</latexit>

P 2 Rd⇥`
<latexit sha1_base64="Dj6ivcOYZ5h33cotWPM4erWM+wQ=">AAACEnicbVC7TsMwFHXKq5RXgZHFokKCpUoKEh0rsTAWRB9SEyrHvWmtOk5kO0hVlG9g4VdYGECIlYmNv8FtM0DLkSwdn3Ov7r3HjzlT2ra/rcLK6tr6RnGztLW9s7tX3j9oqyiRFFo04pHs+kQBZwJammkO3VgCCX0OHX98NfU7DyAVi8SdnsTghWQoWMAo0Ubql8/ckOiRH6TNDLtM4PnXT2+z+3SAXc1CUNgFzrN+uWJX7RnwMnFyUkE5mv3ylzuIaBKC0JQTpXqOHWsvJVIzyiEruYmCmNAxGULPUEHMKC+dnZThE6MMcBBJ84TGM/V3R0pCpSahbyqnG6tFbyr+5/USHdS9lIk40SDofFCQcKwjPM0HD5gEqvnEEEIlM7tiOiKSUG1SLJkQnMWTl0m7VnXOq7Wbi0qjnsdRREfoGJ0iB12iBrpGTdRCFD2iZ/SK3qwn68V6tz7mpQUr7zlEf2B9/gBxlp3t</latexit>

P 2 Rh⇥d⇥`
<latexit sha1_base64="F5zaVtw2NplkHMJlYcsorGmWZeA=">AAACG3icbVDLSsNAFL2pr1pfVZduBovgqiRVsMuCG5dV7AOaWiaTSTt0MgkzE6GE/Icbf8WNC0VcCS78G6dtBG09MHDmnHu59x4v5kxp2/6yCiura+sbxc3S1vbO7l55/6CtokQS2iIRj2TXw4pyJmhLM81pN5YUhx6nHW98OfU791QqFolbPYlpP8RDwQJGsDbSoFxzQ6xHXpA2M+QygeZfL73J7tIRcjULqUL+D3Ep59mgXLGr9gxomTg5qUCO5qD84foRSUIqNOFYqZ5jx7qfYqkZ4TQruYmiMSZjPKQ9QwU2o/rp7LYMnRjFR0EkzRMazdTfHSkOlZqEnqmcrq4Wvan4n9dLdFDvp0zEiaaCzAcFCUc6QtOgkM8kJZpPDMFEMrMrIiMsMdEmzpIJwVk8eZm0a1XnrFq7Pq806nkcRTiCYzgFBy6gAVfQhBYQeIAneIFX69F6tt6s93lpwcp7DuEPrM9vHrihbQ==</latexit>

head 1 head 2
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 is obtained to by stacking word vectors and 
concatenating positional information. 
X 2 Rn⇥d

<latexit sha1_base64="YZgVFOmz+Dx9LW/0lQCk3v2wezc=">AAACDXicbVC7TsMwFL0pr1JeBUYWi4LEVCUFiY6VWBgLog+pCZXjOq1Vx4lsB6mK8gMs/AoLAwixsrPxN7htBmg5kqXjc+7Vvff4MWdK2/a3VVhZXVvfKG6WtrZ3dvfK+wdtFSWS0BaJeCS7PlaUM0FbmmlOu7GkOPQ57fjjq6nfeaBSsUjc6UlMvRAPBQsYwdpI/fKJG2I98oO0m7lMzD9+epvdpwK5moVUoUHWL1fsqj0DWiZOTiqQo9kvf7mDiCQhFZpwrFTPsWPtpVhqRjjNSm6iaIzJGA9pz1CBzRwvnV2ToVOjDFAQSfOERjP1d0eKQ6UmoW8qp+uqRW8q/uf1Eh3UvZSJONFUkPmgIOFIR2gaDRowSYnmE0MwkczsisgIS0y0CbBkQnAWT14m7VrVOa/Wbi4qjXoeRxGO4BjOwIFLaMA1NKEFBB7hGV7hzXqyXqx362NeWrDynkP4A+vzB2IynFg=</latexit>

We have auxiliary parameters: 

    
And we compute  which is 
in .

L 2 Rh⇥d⇥`

R 2 Rh⇥`⇥d

P 2 Rh⇥d⇥`
<latexit sha1_base64="52BruSyxBV9el8iLuLR4rwIqLRg=">AAACinicjVHLTgIxFO2MDxBRUZduGonGjWQGjWDckOjChQsk8kgYJJ3SgYZOZ9J2TMhkPsZfcuff2OFhBIzxJk1Ozz2n9/ZeN2RUKsv6NMyNza3tTHYnt5vf2z8oHB61ZBAJTJo4YIHouEgSRjlpKqoY6YSCIN9lpO2O79N8+40ISQP+oiYh6floyKlHMVKa6hfeHR+pkevFTwk8dyiHs7sbN5LXeAQdRX0i4WABHMJYAh0nt7A1/rKl6u8nlmz1/1frF4pWyZoGXAf2HBTBPOr9woczCHDkE64wQ1J2bStUvRgJRTEjSc6JJAkRHqMh6WrIkS7Vi6ejTOCZZgbQC4Q+XMEp+9MRI1/Kie9qZdq6XM2l5G+5bqS8ai+mPIwU4XhWyIsYVAFM9wIHVBCs2EQDhAXVvUI8QgJhpbeX00OwV7+8Dlrlkn1VKj9fF2vV+Tiy4AScggtggwqogUdQB02AjYxxadwYFTNvls1b824mNY255xgshfnwBTpWxKg=</latexit>

Z = softmax(XLRX>)XP
<latexit sha1_base64="ttJYBKEq6OqwVEYOwM6jgsYsjsg=">AAACJ3icbVBNSwMxEM36bf1a9eglWAS9lF0V7EURvHjwUMXaYltLNs22oclmSWbFsuy/8eJf8SKoiB79J6a1ilYfBF7em2FmXhALbsDz3pyx8YnJqemZ2dzc/MLikru8cmFUoikrUyWUrgbEMMEjVgYOglVjzYgMBKsE3aO+X7lm2nAVnUMvZg1J2hEPOSVgpaZ7UJcEOkGYXmZ4Hw8+WqZGhSDJTbb55VZPzqrZVVoHFWdb32Ipa7p5r+ANgP8Sf0jyaIhS032stxRNJIuACmJMzfdiaKREA6eCZbl6YlhMaJe0Wc3SiEhmGungzgxvWKWFQ6XtiwAP1J8dKZHG9GRgK/srmlGvL/7n1RIIi42UR3ECLKKfg8JEYFC4Hxpucc0oiJ4lhGpud8W0QzShYKPN2RD80ZP/kovtgr9T2D7dzR8Wh3HMoDW0jjaRj/bQITpGJVRGFN2ie/SEnp0758F5cV4/S8ecYc8q+gXn/QNGAKdl</latexit>

Rh⇥n⇥`
<latexit sha1_base64="ZuD0QJv4S/mWSUmNoMGjvS33eWI=">AAACDHicbVDLSsNAFJ3UV62vqks3g0VwVZIq2GXBjcsq9gFNLZPppB06mYSZG6GEfIAbf8WNC0Xc+gHu/BsnbQRtPXDhcM693HuPFwmuwba/rMLK6tr6RnGztLW9s7tX3j9o6zBWlLVoKELV9YhmgkvWAg6CdSPFSOAJ1vEml5nfuWdK81DewjRi/YCMJPc5JWCkQbniBgTGnpfcpHfJGLvAA6ax/CEuEyI1XXbVngEvEycnFZSjOSh/usOQxgGTQAXRuufYEfQTooBTwdKSG2sWETohI9YzVBKzqp/MnknxiVGG2A+VKQl4pv6eSEig9TTwTGd2ul70MvE/rxeDX+8nXEYxMEnni/xYYAhxlgwecsUoiKkhhCpubsV0TBShYPIrmRCcxZeXSbtWdc6qtevzSqOex1FER+gYnSIHXaAGukJN1EIUPaAn9IJerUfr2Xqz3uetBSufOUR/YH18A68Hm1g=</latexit>

To obtain one vector per position, we rearrange this 
tensor so that all -length representations for each 
each are adjacent; i.e., the reshaped matrix is in 

.

`
<latexit sha1_base64="U/OAY+PHRIX66TWRkjpvkrlXD4A=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KkkV7LHgxWMF+wFtKJvtpF26m4TdjVBC/4IXD4p49Q9589+4aXPQ1gcDj/dmmJkXJIJr47rfzsbm1vbObmmvvH9weHRcOTnt6DhVDNssFrHqBVSj4BG2DTcCe4lCKgOB3WB6l/vdJ1Sax9GjmSXoSzqOeMgZNbk0QCGGlapbcxcg68QrSBUKtIaVr8EoZqnEyDBBte57bmL8jCrDmcB5eZBqTCib0jH2LY2oRO1ni1vn5NIqIxLGylZkyEL9PZFRqfVMBrZTUjPRq14u/uf1UxM2/IxHSWowYstFYSqIiUn+OBlxhcyImSWUKW5vJWxCFWXGxlO2IXirL6+TTr3mXdfqDzfVZqOIowTncAFX4MEtNOEeWtAGBhN4hld4c6Tz4rw7H8vWDaeYOYM/cD5/AAuyjjU=</latexit>

Rn⇥(`·h)
<latexit sha1_base64="eSPyO7b47KHtSHboZ261Sdt8xU0=">AAACDHicbVDLSsNAFJ34rPVVdelmsAh1U5Iq2GXBjcsq9gFNLJPppB06mYSZG6GEfoAbf8WNC0Xc+gHu/BsnbRbaeuDC4Zx7ufcePxZcg21/Wyura+sbm4Wt4vbO7t5+6eCwraNEUdaikYhU1yeaCS5ZCzgI1o0VI6EvWMcfX2V+54EpzSN5B5OYeSEZSh5wSsBI/VLZDQmMfD+9nd6nErvAQ6ZxxWVCuHQQAR6dTU2XXbVnwMvEyUkZ5Wj2S1/uIKJJyCRQQbTuOXYMXkoUcCrYtOgmmsWEjsmQ9QyVxOz00tkzU3xqlAEOImVKAp6pvydSEmo9CX3TmZ2uF71M/M/rJRDUvZTLOAEm6XxRkAgMEc6SwQOuGAUxMYRQxc2tmI6IIhRMfkUTgrP48jJp16rOebV2c1Fu1PM4CugYnaAKctAlaqBr1EQtRNEjekav6M16sl6sd+tj3rpi5TNH6A+szx9DQJsR</latexit>

Since we would like the final output to have the same 
shape as the input, we use a final linear projection, 

, the conclude what the authors call 
“multiheaded attention”:
O 2 R(`·h)⇥d

<latexit sha1_base64="p6mwtrz4m7bZYeJ5sdqAsGmxBkM=">AAACG3icbVDLSgMxFM3UV62vqks3wSLUTZmpgl0W3Lizin1Ap5ZMJtOGZjJDckcow/yHG3/FjQtFXAku/BvTx0JbDwROzrmXe+/xYsE12Pa3lVtZXVvfyG8WtrZ3dveK+wctHSWKsiaNRKQ6HtFMcMmawEGwTqwYCT3B2t7ocuK3H5jSPJJ3MI5ZLyQDyQNOCRipX6y6IYGhF6TXGXa5xLOvl95m92nZZUK41I8AD0+xCzxkGvtZv1iyK/YUeJk4c1JCczT6xU/Xj2gSMglUEK27jh1DLyUKOBUsK7iJZjGhIzJgXUMlMXN66fS2DJ8YxcdBpMyTgKfq746UhFqPQ89UTlbXi95E/M/rJhDUeimXcQJM0tmgIBEYIjwJCvtcMQpibAihiptdMR0SRSiYOAsmBGfx5GXSqlacs0r15rxUr83jyKMjdIzKyEEXqI6uUAM1EUWP6Bm9ojfryXqx3q2PWWnOmvccoj+wvn4Ar/ehJQ==</latexit>

Y = reshape(Z)O

= reshape(softmax(XLRX
>)XP)O

<latexit sha1_base64="eX4goBq8+iqNOpDQ6Fdo/h7wZBc=">AAACcnicdVFdSxwxFM2Mtur2w7Xii0KbdmlRkGXGCvoiCL74IHRbujrtznbJZO+4wWQyJHfEZZgf4N/rW3+FL/4As+uIVtsLgXPPuffm5iTJpbAYBH88f2b22fO5+YXGi5evXi82l94cW10YDl2upTZRwixIkUEXBUqIcgNMJRJOkrODiX5yDsYKnX3HcQ59xU4zkQrO0FGD5mWsGI6StPxR0U97dJoZVRqwI5ZDtX4n/6w27uCXisZx4//VjrA6RcUu7tujo29R9auMUef3g6LOw6GDZitoB9OgT0FYgxapozNo/o6HmhcKMuSSWdsLgxz7JTMouISqERcWcsbP2Cn0HMyYAtsvp5ZV9KNjhjTVxp0M6ZR92FEyZe1YJa5ysqF9rE3If2m9AtPdfimyvEDI+O1FaSEpajrxnw6FAY5y7ADjRrhdKR8xwzi6X2o4E8LHT34Kjrfa4ef21tft1v5ubcc8WSMfyDoJyQ7ZJ4ekQ7qEkytvxXvrvfOu/VX/vV9753t1zzL5K/zNG+40v3o=</latexit>

head 1 head 2



 is obtained to by stacking word vectors and 
concatenating positional information. 
X 2 Rn⇥d

<latexit sha1_base64="YZgVFOmz+Dx9LW/0lQCk3v2wezc=">AAACDXicbVC7TsMwFL0pr1JeBUYWi4LEVCUFiY6VWBgLog+pCZXjOq1Vx4lsB6mK8gMs/AoLAwixsrPxN7htBmg5kqXjc+7Vvff4MWdK2/a3VVhZXVvfKG6WtrZ3dvfK+wdtFSWS0BaJeCS7PlaUM0FbmmlOu7GkOPQ57fjjq6nfeaBSsUjc6UlMvRAPBQsYwdpI/fKJG2I98oO0m7lMzD9+epvdpwK5moVUoUHWL1fsqj0DWiZOTiqQo9kvf7mDiCQhFZpwrFTPsWPtpVhqRjjNSm6iaIzJGA9pz1CBzRwvnV2ToVOjDFAQSfOERjP1d0eKQ6UmoW8qp+uqRW8q/uf1Eh3UvZSJONFUkPmgIOFIR2gaDRowSYnmE0MwkczsisgIS0y0CbBkQnAWT14m7VrVOa/Wbi4qjXoeRxGO4BjOwIFLaMA1NKEFBB7hGV7hzXqyXqx362NeWrDynkP4A+vzB2IynFg=</latexit>

We have auxiliary parameters: 

    
And we compute , 
which is in . 

Happily, these operations exploit the very efficient 
batched matrix multiply operations (fast on your GPUs).

L 2 Rh⇥d⇥`

R 2 Rh⇥`⇥d

P 2 Rh⇥d⇥`

O 2 R(`·h)⇥d
<latexit sha1_base64="zgnkRGo82PP6RfFv442SC1IdEzw=">AAACwnicnVFNTxsxEPUu5aPhowGOvViNqOAS7YZKcCsSHDhUaooIIGXTyOudJQavvbVnkaJl/yQ3/k29SfhGPXQkS89v5vmNZ+JcCotBcO/5cx/mFxaXPjaWV1bXPjXXN86sLgyHHtdSm4uYWZBCQQ8FSrjIDbAslnAeXx/W+fMbMFZodYrjHAYZu1QiFZyho4bN+yhjOIrT8kdFv0ZC0ek9Lk+q3+WIRigysDR5ABFIWdEoajzITv4lq6sfn3gh6/6f2893ZNtTF55opKOdJ7thsxW0g0nQtyCcgRaZRXfYvIsSzYsMFHLJrO2HQY6DkhkUXELViAoLOePX7BL6DirmfAblZAUV3XJMQlNt3FFIJ+xzRckya8dZ7Crr3u3rXE2+l+sXmO4PSqHyAkHxqVFaSIqa1vukiTDAUY4dYNwI1yvlI2YYR7f1hhtC+PrLb8FZpx3utju/vrUO9mfjWCKfyReyTUKyRw7IMemSHuHedw885Wn/yL/y//h2Wup7M80meRH+7V9xmdqM</latexit>

Y = reshape(softmax(XLRX
>)XP)O

<latexit sha1_base64="yKawzsW2aHHqQW4uar2Mv+g2zXE=">AAACRHicbZDBThsxEIa9FEoIUEI5crGIQHCJdkOlckGK1EsPSAREIChJI68zSyzs9cqeRY1W+3C98ADc+gS9cAAhrggnLC0FfsnS729m5PEfJlJY9P3f3tSH6ZmPs6W58vzC4qelyvLnY6tTw6HFtdSmHTILUsTQQoES2okBpkIJJ+H5t3H95AKMFTo+wlECPcXOYhEJztChfqXTVQyHYZSd5nRjl05uRmUG7JAlkG8+A6sjVOxnAVx/e++wnf/IuqiTfOsvbP7z+3m/UvVr/kT0rQkKUyWFmv3KVXegeaogRi6ZtZ3AT7CXMYOCS8jL3dRCwvg5O4OOszFTYHvZJIScrjsyoJE27sRIJ/TlRMaUtSMVus7xhvZ1bQzfq3VSjHZ6mYiTFCHmTw9FqaSo6ThROhAGOMqRM4wb4XalfMgM4+hyL7sQgtdffmuO67Vgu1Y/+FJt7BRxlMgqWSObJCBfSYN8J03SIpz8In/IDbn1Lr1r7867f2qd8oqZFfKfvIdHBMWz1w==</latexit>

Rn⇥d
<latexit sha1_base64="qOZS7aQhisCjOXvWEXyyGkpuEZE=">AAACAHicbVBNS8NAEN3Ur1q/oh48eFksgqeSVMEeC148VrG10NSy2W7apZtN2J0IJeTiX/HiQRGv/gxv/hs3bQ7a+mDg8d4MM/P8WHANjvNtlVZW19Y3ypuVre2d3T17/6Cjo0RR1qaRiFTXJ5oJLlkbOAjWjRUjoS/YvT+5yv37R6Y0j+QdTGPWD8lI8oBTAkYa2EdeSGDs++lt9pBK7AEPmcbDbGBXnZozA14mbkGqqEBrYH95w4gmIZNABdG65zox9FOigFPBsoqXaBYTOiEj1jNUErOnn84eyPCpUYY4iJQpCXim/p5ISaj1NPRNZ36uXvRy8T+vl0DQ6KdcxgkwSeeLgkRgiHCeBh5yxSiIqSGEKm5uxXRMFKFgMquYENzFl5dJp15zz2v1m4tqs1HEUUbH6ASdIRddoia6Ri3URhRl6Bm9ojfryXqx3q2PeWvJKmYO0R9Ynz/U9ZaF</latexit>linear

head 1 head 2



 is obtained to by stacking word vectors and 
concatenating positional information. 
X 2 Rn⇥d

<latexit sha1_base64="YZgVFOmz+Dx9LW/0lQCk3v2wezc=">AAACDXicbVC7TsMwFL0pr1JeBUYWi4LEVCUFiY6VWBgLog+pCZXjOq1Vx4lsB6mK8gMs/AoLAwixsrPxN7htBmg5kqXjc+7Vvff4MWdK2/a3VVhZXVvfKG6WtrZ3dvfK+wdtFSWS0BaJeCS7PlaUM0FbmmlOu7GkOPQ57fjjq6nfeaBSsUjc6UlMvRAPBQsYwdpI/fKJG2I98oO0m7lMzD9+epvdpwK5moVUoUHWL1fsqj0DWiZOTiqQo9kvf7mDiCQhFZpwrFTPsWPtpVhqRjjNSm6iaIzJGA9pz1CBzRwvnV2ToVOjDFAQSfOERjP1d0eKQ6UmoW8qp+uqRW8q/uf1Eh3UvZSJONFUkPmgIOFIR2gaDRowSYnmE0MwkczsisgIS0y0CbBkQnAWT14m7VrVOa/Wbi4qjXoeRxGO4BjOwIFLaMA1NKEFBB7hGV7hzXqyXqx362NeWrDynkP4A+vzB2IynFg=</latexit>

We have auxiliary parameters: 

    
And we compute , 
which is in . 

Happily, these operations exploit the very efficient 
batched matrix multiply operations (fast on your GPUs).

L 2 Rh⇥d⇥`

R 2 Rh⇥`⇥d

P 2 Rh⇥d⇥`

O 2 R(`·h)⇥d
<latexit sha1_base64="zgnkRGo82PP6RfFv442SC1IdEzw=">AAACwnicnVFNTxsxEPUu5aPhowGOvViNqOAS7YZKcCsSHDhUaooIIGXTyOudJQavvbVnkaJl/yQ3/k29SfhGPXQkS89v5vmNZ+JcCotBcO/5cx/mFxaXPjaWV1bXPjXXN86sLgyHHtdSm4uYWZBCQQ8FSrjIDbAslnAeXx/W+fMbMFZodYrjHAYZu1QiFZyho4bN+yhjOIrT8kdFv0ZC0ek9Lk+q3+WIRigysDR5ABFIWdEoajzITv4lq6sfn3gh6/6f2893ZNtTF55opKOdJ7thsxW0g0nQtyCcgRaZRXfYvIsSzYsMFHLJrO2HQY6DkhkUXELViAoLOePX7BL6DirmfAblZAUV3XJMQlNt3FFIJ+xzRckya8dZ7Crr3u3rXE2+l+sXmO4PSqHyAkHxqVFaSIqa1vukiTDAUY4dYNwI1yvlI2YYR7f1hhtC+PrLb8FZpx3utju/vrUO9mfjWCKfyReyTUKyRw7IMemSHuHedw885Wn/yL/y//h2Wup7M80meRH+7V9xmdqM</latexit>

Y = reshape(softmax(XLRX
>)XP)O

<latexit sha1_base64="yKawzsW2aHHqQW4uar2Mv+g2zXE=">AAACRHicbZDBThsxEIa9FEoIUEI5crGIQHCJdkOlckGK1EsPSAREIChJI68zSyzs9cqeRY1W+3C98ADc+gS9cAAhrggnLC0FfsnS729m5PEfJlJY9P3f3tSH6ZmPs6W58vzC4qelyvLnY6tTw6HFtdSmHTILUsTQQoES2okBpkIJJ+H5t3H95AKMFTo+wlECPcXOYhEJztChfqXTVQyHYZSd5nRjl05uRmUG7JAlkG8+A6sjVOxnAVx/e++wnf/IuqiTfOsvbP7z+3m/UvVr/kT0rQkKUyWFmv3KVXegeaogRi6ZtZ3AT7CXMYOCS8jL3dRCwvg5O4OOszFTYHvZJIScrjsyoJE27sRIJ/TlRMaUtSMVus7xhvZ1bQzfq3VSjHZ6mYiTFCHmTw9FqaSo6ThROhAGOMqRM4wb4XalfMgM4+hyL7sQgtdffmuO67Vgu1Y/+FJt7BRxlMgqWSObJCBfSYN8J03SIpz8In/IDbn1Lr1r7867f2qd8oqZFfKfvIdHBMWz1w==</latexit>

Rn⇥d
<latexit sha1_base64="qOZS7aQhisCjOXvWEXyyGkpuEZE=">AAACAHicbVBNS8NAEN3Ur1q/oh48eFksgqeSVMEeC148VrG10NSy2W7apZtN2J0IJeTiX/HiQRGv/gxv/hs3bQ7a+mDg8d4MM/P8WHANjvNtlVZW19Y3ypuVre2d3T17/6Cjo0RR1qaRiFTXJ5oJLlkbOAjWjRUjoS/YvT+5yv37R6Y0j+QdTGPWD8lI8oBTAkYa2EdeSGDs++lt9pBK7AEPmcbDbGBXnZozA14mbkGqqEBrYH95w4gmIZNABdG65zox9FOigFPBsoqXaBYTOiEj1jNUErOnn84eyPCpUYY4iJQpCXim/p5ISaj1NPRNZ36uXvRy8T+vl0DQ6KdcxgkwSeeLgkRgiHCeBh5yxSiIqSGEKm5uxXRMFKFgMquYENzFl5dJp15zz2v1m4tqs1HEUUbH6ASdIRddoia6Ri3URhRl6Bm9ojfryXqx3q2PeWvJKmYO0R9Ynz/U9ZaF</latexit>linear

head 1 head 2

F = relu(YW + b)V + c
<latexit sha1_base64="F3Ho+MiR1YTKZJqFo6lJXt91LjM=">AAACNHicbVDLSsNAFJ3UV62vqEs3g0WoCCWpgt0IBUEENxXsQ9pSJtNJO3QmCTMToYR8lBs/xI0ILhRx6zc4SVOo1QMD555zL3PvcQJGpbKsVyO3tLyyupZfL2xsbm3vmLt7TemHApMG9pkv2g6ShFGPNBRVjLQDQRB3GGk548vEbz0QIanv3alJQHocDT3qUoyUlvrmTZcjNXLc6CqGFzAtBI8EYWFcmln3rRiewFnlxMcz2pzXcdw3i1bZSgH/EjsjRZCh3jefuwMfh5x4CjMkZce2AtWLkFAUMxIXuqEkAcJjNCQdTT3EiexF6dExPNLKALq+0M9TMFXnJyLEpZxwR3cmG8pFLxH/8zqhcqu9iHpBqIiHpx+5IYPKh0mCcEAFwYpNNEFYUL0rxCMkEFY654IOwV48+S9pVsr2ablye1asVbM48uAAHIISsME5qIFrUAcNgMEjeAHv4MN4Mt6MT+Nr2pozspl98AvG9w8va6u7</latexit>

where  and k is “large” (eg 4 x d).W 2 Rd⇥k
<latexit sha1_base64="3vl50s9p6VOVVDoh4gL7NZmoNpY=">AAACDXicbVC7TsMwFHXKq5RXgZHFoiAxVUlBomMlFsaC6ENqQuW4TmvVcSL7BqmK8gMs/AoLAwixsrPxN7htBmg5kqXjc+7Vvff4seAabPvbKqysrq1vFDdLW9s7u3vl/YO2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX98NfU7D0xpHsk7mMTMC8lQ8oBTAkbql0/ckMDID9JO5nI5//jpbXafDrALPGQaj7N+uWJX7RnwMnFyUkE5mv3ylzuIaBIyCVQQrXuOHYOXEgWcCpaV3ESzmNAxGbKeoZKYOV46uybDp0YZ4CBS5knAM/V3R0pCrSehbyqn6+pFbyr+5/USCOpeymWcAJN0PihIBIYIT6PBA64YBTExhFDFza6YjogiFEyAJROCs3jyMmnXqs55tXZzUWnU8ziK6AgdozPkoEvUQNeoiVqIokf0jF7Rm/VkvVjv1se8tGDlPYfoD6zPH1uqnFQ=</latexit>

But we’re not done yet. After multi-headed attention, Y 
is further transformed by passing each position through 
an MLP in parallel. Intuitively this let’s the model extract 
conjunctions of features that were integrated via attention.

MLP



 is obtained to by stacking word vectors and 
concatenating positional information. 
X 2 Rn⇥d

<latexit sha1_base64="YZgVFOmz+Dx9LW/0lQCk3v2wezc=">AAACDXicbVC7TsMwFL0pr1JeBUYWi4LEVCUFiY6VWBgLog+pCZXjOq1Vx4lsB6mK8gMs/AoLAwixsrPxN7htBmg5kqXjc+7Vvff4MWdK2/a3VVhZXVvfKG6WtrZ3dvfK+wdtFSWS0BaJeCS7PlaUM0FbmmlOu7GkOPQ57fjjq6nfeaBSsUjc6UlMvRAPBQsYwdpI/fKJG2I98oO0m7lMzD9+epvdpwK5moVUoUHWL1fsqj0DWiZOTiqQo9kvf7mDiCQhFZpwrFTPsWPtpVhqRjjNSm6iaIzJGA9pz1CBzRwvnV2ToVOjDFAQSfOERjP1d0eKQ6UmoW8qp+uqRW8q/uf1Eh3UvZSJONFUkPmgIOFIR2gaDRowSYnmE0MwkczsisgIS0y0CbBkQnAWT14m7VrVOa/Wbi4qjXoeRxGO4BjOwIFLaMA1NKEFBB7hGV7hzXqyXqx362NeWrDynkP4A+vzB2IynFg=</latexit>

We have auxiliary parameters: 

    
And we compute 
   

L 2 Rh⇥d⇥`

R 2 Rh⇥`⇥d

P 2 Rh⇥d⇥`

O 2 R(`·h)⇥d
<latexit sha1_base64="zgnkRGo82PP6RfFv442SC1IdEzw=">AAACwnicnVFNTxsxEPUu5aPhowGOvViNqOAS7YZKcCsSHDhUaooIIGXTyOudJQavvbVnkaJl/yQ3/k29SfhGPXQkS89v5vmNZ+JcCotBcO/5cx/mFxaXPjaWV1bXPjXXN86sLgyHHtdSm4uYWZBCQQ8FSrjIDbAslnAeXx/W+fMbMFZodYrjHAYZu1QiFZyho4bN+yhjOIrT8kdFv0ZC0ek9Lk+q3+WIRigysDR5ABFIWdEoajzITv4lq6sfn3gh6/6f2893ZNtTF55opKOdJ7thsxW0g0nQtyCcgRaZRXfYvIsSzYsMFHLJrO2HQY6DkhkUXELViAoLOePX7BL6DirmfAblZAUV3XJMQlNt3FFIJ+xzRckya8dZ7Crr3u3rXE2+l+sXmO4PSqHyAkHxqVFaSIqa1vukiTDAUY4dYNwI1yvlI2YYR7f1hhtC+PrLb8FZpx3utju/vrUO9mfjWCKfyReyTUKyRw7IMemSHuHedw885Wn/yL/y//h2Wup7M80meRH+7V9xmdqM</latexit>

Y = reshape(softmax(XLRX
>)XP)O

<latexit sha1_base64="yKawzsW2aHHqQW4uar2Mv+g2zXE=">AAACRHicbZDBThsxEIa9FEoIUEI5crGIQHCJdkOlckGK1EsPSAREIChJI68zSyzs9cqeRY1W+3C98ADc+gS9cAAhrggnLC0FfsnS729m5PEfJlJY9P3f3tSH6ZmPs6W58vzC4qelyvLnY6tTw6HFtdSmHTILUsTQQoES2okBpkIJJ+H5t3H95AKMFTo+wlECPcXOYhEJztChfqXTVQyHYZSd5nRjl05uRmUG7JAlkG8+A6sjVOxnAVx/e++wnf/IuqiTfOsvbP7z+3m/UvVr/kT0rQkKUyWFmv3KVXegeaogRi6ZtZ3AT7CXMYOCS8jL3dRCwvg5O4OOszFTYHvZJIScrjsyoJE27sRIJ/TlRMaUtSMVus7xhvZ1bQzfq3VSjHZ6mYiTFCHmTw9FqaSo6ThROhAGOMqRM4wb4XalfMgM4+hyL7sQgtdffmuO67Vgu1Y/+FJt7BRxlMgqWSObJCBfSYN8J03SIpz8In/IDbn1Lr1r7867f2qd8oqZFfKfvIdHBMWz1w==</latexit>

F = relu(YW + b)V + c
<latexit sha1_base64="F3Ho+MiR1YTKZJqFo6lJXt91LjM=">AAACNHicbVDLSsNAFJ3UV62vqEs3g0WoCCWpgt0IBUEENxXsQ9pSJtNJO3QmCTMToYR8lBs/xI0ILhRx6zc4SVOo1QMD555zL3PvcQJGpbKsVyO3tLyyupZfL2xsbm3vmLt7TemHApMG9pkv2g6ShFGPNBRVjLQDQRB3GGk548vEbz0QIanv3alJQHocDT3qUoyUlvrmTZcjNXLc6CqGFzAtBI8EYWFcmln3rRiewFnlxMcz2pzXcdw3i1bZSgH/EjsjRZCh3jefuwMfh5x4CjMkZce2AtWLkFAUMxIXuqEkAcJjNCQdTT3EiexF6dExPNLKALq+0M9TMFXnJyLEpZxwR3cmG8pFLxH/8zqhcqu9iHpBqIiHpx+5IYPKh0mCcEAFwYpNNEFYUL0rxCMkEFY654IOwV48+S9pVsr2ablye1asVbM48uAAHIISsME5qIFrUAcNgMEjeAHv4MN4Mt6MT+Nr2pozspl98AvG9w8va6u7</latexit>

W 2 Rd⇥k

V 2 Rk⇥d
<latexit sha1_base64="+rdVMQL6GP5rfMUgpNDvjcaZzdY=">AAACO3icbVC7TsMwFHXKq4RXgZHFogIxVUlBomMlFsZS0YfUhMpxnNaq40S2g1RF+S8WfoKNhYUBhFjZcdtUgrZHsnR87rm69x4vZlQqy3o1CmvrG5tbxW1zZ3dv/6B0eNSWUSIwaeGIRaLrIUkY5aSlqGKkGwuCQo+Rjje6mdQ7j0RIGvF7NY6JG6IBpwHFSGmpX2o6IVJDL0g7GTx3KIezv5c2s4fUh46iIZFwlEHHMefW9grraG71s36pbFWsKeAysXNSBjka/dKL40c4CQlXmCEpe7YVKzdFQlHMSGY6iSQxwiM0ID1NOdJz3HR6ewbPtOLDIBL6cQWn6t+OFIVSjkNPOyfrysXaRFxV6yUqqLkp5XGiCMezQUHCoIrgJEjoU0GwYmNNEBZU7wrxEAmElY7b1CHYiycvk3a1Yl9WqndX5Xotj6MITsApuAA2uAZ1cAsaoAUweAJv4AN8Gs/Gu/FlfM+sBSPvOQb/YPz8Ag9YrhQ=</latexit>

linear

head 1 head 2

MLP

+X
<latexit sha1_base64="H+Nuvu/AHpgK1CUoxvkuzxiGh2U=">AAACBHicbVDLSsNAFJ34rPUVddnNYBEEoSRVsMuCG5cV7AOaUCbTm3bo5MHMRCghCzf+ihsXirj1I9z5N07SLLT1wMDhnPua48WcSWVZ38ba+sbm1nZlp7q7t39waB4d92SUCApdGvFIDDwigbMQuoopDoNYAAk8Dn1vdpP7/QcQkkXhvZrH4AZkEjKfUaK0NDJrqVMMST2eQIYvsBMQNfX8dJBlI7NuNawCeJXYJamjEp2R+eWMI5oEECrKiZRD24qVmxKhGOWQVZ1EQkzojExgqGlIApBuWuzP8JlWxtiPhH6hwoX6uyMlgZTzwNOV+Yly2cvF/7xhovyWm7IwThSEdLHITzhWEc4TwWMmgCo+14RQwfStmE6JIFTp3Ko6BHv5y6uk12zYl43m3VW93SrjqKAaOkXnyEbXqI1uUQd1EUWP6Bm9ojfjyXgx3o2PRemaUfacoD8wPn8ACaiYTw==</latexit>

+Y
<latexit sha1_base64="YOBvZ2LL+njBirtdmbuBMxW5y/c=">AAACBHicbVDLSsNAFJ3UV62vqMtuBosgCCWpgl0W3LisYB/SlDKZ3rRDJw9mJkIJWbjxV9y4UMStH+HOv3GSZqGtBwYO59zXHDfiTCrL+jZKa+sbm1vl7crO7t7+gXl41JVhLCh0aMhD0XeJBM4C6CimOPQjAcR3OfTc2XXm9x5ASBYGd2oewdAnk4B5jBKlpZFZTZx8SOLyGFJ8jh2fqKnrJfdpOjJrVt3KgVeJXZAaKtAemV/OOKSxD4GinEg5sK1IDRMiFKMc0ooTS4gInZEJDDQNiA9ymOT7U3yqlTH2QqFfoHCu/u5IiC/l3Hd1ZXaiXPYy8T9vECuvOUxYEMUKArpY5MUcqxBnieAxE0AVn2tCqGD6VkynRBCqdG4VHYK9/OVV0m3U7Yt64/ay1moWcZRRFZ2gM2SjK9RCN6iNOoiiR/SMXtGb8WS8GO/Gx6K0ZBQ9x+gPjM8fCy6YUA==</latexit>



 is obtained to by stacking word vectors and 
concatenating positional information. 
X 2 Rn⇥d

<latexit sha1_base64="YZgVFOmz+Dx9LW/0lQCk3v2wezc=">AAACDXicbVC7TsMwFL0pr1JeBUYWi4LEVCUFiY6VWBgLog+pCZXjOq1Vx4lsB6mK8gMs/AoLAwixsrPxN7htBmg5kqXjc+7Vvff4MWdK2/a3VVhZXVvfKG6WtrZ3dvfK+wdtFSWS0BaJeCS7PlaUM0FbmmlOu7GkOPQ57fjjq6nfeaBSsUjc6UlMvRAPBQsYwdpI/fKJG2I98oO0m7lMzD9+epvdpwK5moVUoUHWL1fsqj0DWiZOTiqQo9kvf7mDiCQhFZpwrFTPsWPtpVhqRjjNSm6iaIzJGA9pz1CBzRwvnV2ToVOjDFAQSfOERjP1d0eKQ6UmoW8qp+uqRW8q/uf1Eh3UvZSJONFUkPmgIOFIR2gaDRowSYnmE0MwkczsisgIS0y0CbBkQnAWT14m7VrVOa/Wbi4qjXoeRxGO4BjOwIFLaMA1NKEFBB7hGV7hzXqyXqx362NeWrDynkP4A+vzB2IynFg=</latexit>

We have auxiliary parameters: 

    
And we compute 
   

L 2 Rh⇥d⇥`

R 2 Rh⇥`⇥d

P 2 Rh⇥d⇥`

O 2 R(`·h)⇥d
<latexit sha1_base64="zgnkRGo82PP6RfFv442SC1IdEzw=">AAACwnicnVFNTxsxEPUu5aPhowGOvViNqOAS7YZKcCsSHDhUaooIIGXTyOudJQavvbVnkaJl/yQ3/k29SfhGPXQkS89v5vmNZ+JcCotBcO/5cx/mFxaXPjaWV1bXPjXXN86sLgyHHtdSm4uYWZBCQQ8FSrjIDbAslnAeXx/W+fMbMFZodYrjHAYZu1QiFZyho4bN+yhjOIrT8kdFv0ZC0ek9Lk+q3+WIRigysDR5ABFIWdEoajzITv4lq6sfn3gh6/6f2893ZNtTF55opKOdJ7thsxW0g0nQtyCcgRaZRXfYvIsSzYsMFHLJrO2HQY6DkhkUXELViAoLOePX7BL6DirmfAblZAUV3XJMQlNt3FFIJ+xzRckya8dZ7Crr3u3rXE2+l+sXmO4PSqHyAkHxqVFaSIqa1vukiTDAUY4dYNwI1yvlI2YYR7f1hhtC+PrLb8FZpx3utju/vrUO9mfjWCKfyReyTUKyRw7IMemSHuHedw885Wn/yL/y//h2Wup7M80meRH+7V9xmdqM</latexit>

Y = reshape(softmax(XLRX
>)XP)O

<latexit sha1_base64="yKawzsW2aHHqQW4uar2Mv+g2zXE=">AAACRHicbZDBThsxEIa9FEoIUEI5crGIQHCJdkOlckGK1EsPSAREIChJI68zSyzs9cqeRY1W+3C98ADc+gS9cAAhrggnLC0FfsnS729m5PEfJlJY9P3f3tSH6ZmPs6W58vzC4qelyvLnY6tTw6HFtdSmHTILUsTQQoES2okBpkIJJ+H5t3H95AKMFTo+wlECPcXOYhEJztChfqXTVQyHYZSd5nRjl05uRmUG7JAlkG8+A6sjVOxnAVx/e++wnf/IuqiTfOsvbP7z+3m/UvVr/kT0rQkKUyWFmv3KVXegeaogRi6ZtZ3AT7CXMYOCS8jL3dRCwvg5O4OOszFTYHvZJIScrjsyoJE27sRIJ/TlRMaUtSMVus7xhvZ1bQzfq3VSjHZ6mYiTFCHmTw9FqaSo6ThROhAGOMqRM4wb4XalfMgM4+hyL7sQgtdffmuO67Vgu1Y/+FJt7BRxlMgqWSObJCBfSYN8J03SIpz8In/IDbn1Lr1r7867f2qd8oqZFfKfvIdHBMWz1w==</latexit>

F = relu(YW + b)V + c
<latexit sha1_base64="F3Ho+MiR1YTKZJqFo6lJXt91LjM=">AAACNHicbVDLSsNAFJ3UV62vqEs3g0WoCCWpgt0IBUEENxXsQ9pSJtNJO3QmCTMToYR8lBs/xI0ILhRx6zc4SVOo1QMD555zL3PvcQJGpbKsVyO3tLyyupZfL2xsbm3vmLt7TemHApMG9pkv2g6ShFGPNBRVjLQDQRB3GGk548vEbz0QIanv3alJQHocDT3qUoyUlvrmTZcjNXLc6CqGFzAtBI8EYWFcmln3rRiewFnlxMcz2pzXcdw3i1bZSgH/EjsjRZCh3jefuwMfh5x4CjMkZce2AtWLkFAUMxIXuqEkAcJjNCQdTT3EiexF6dExPNLKALq+0M9TMFXnJyLEpZxwR3cmG8pFLxH/8zqhcqu9iHpBqIiHpx+5IYPKh0mCcEAFwYpNNEFYUL0rxCMkEFY654IOwV48+S9pVsr2ablye1asVbM48uAAHIISsME5qIFrUAcNgMEjeAHv4MN4Mt6MT+Nr2pozspl98AvG9w8va6u7</latexit>

W 2 Rd⇥k

V 2 Rk⇥d
<latexit sha1_base64="+rdVMQL6GP5rfMUgpNDvjcaZzdY=">AAACO3icbVC7TsMwFHXKq4RXgZHFogIxVUlBomMlFsZS0YfUhMpxnNaq40S2g1RF+S8WfoKNhYUBhFjZcdtUgrZHsnR87rm69x4vZlQqy3o1CmvrG5tbxW1zZ3dv/6B0eNSWUSIwaeGIRaLrIUkY5aSlqGKkGwuCQo+Rjje6mdQ7j0RIGvF7NY6JG6IBpwHFSGmpX2o6IVJDL0g7GTx3KIezv5c2s4fUh46iIZFwlEHHMefW9grraG71s36pbFWsKeAysXNSBjka/dKL40c4CQlXmCEpe7YVKzdFQlHMSGY6iSQxwiM0ID1NOdJz3HR6ewbPtOLDIBL6cQWn6t+OFIVSjkNPOyfrysXaRFxV6yUqqLkp5XGiCMezQUHCoIrgJEjoU0GwYmNNEBZU7wrxEAmElY7b1CHYiycvk3a1Yl9WqndX5Xotj6MITsApuAA2uAZ1cAsaoAUweAJv4AN8Gs/Gu/FlfM+sBSPvOQb/YPz8Ag9YrhQ=</latexit>

linear

head 1 head 2

MLP

+X
<latexit sha1_base64="H+Nuvu/AHpgK1CUoxvkuzxiGh2U=">AAACBHicbVDLSsNAFJ34rPUVddnNYBEEoSRVsMuCG5cV7AOaUCbTm3bo5MHMRCghCzf+ihsXirj1I9z5N07SLLT1wMDhnPua48WcSWVZ38ba+sbm1nZlp7q7t39waB4d92SUCApdGvFIDDwigbMQuoopDoNYAAk8Dn1vdpP7/QcQkkXhvZrH4AZkEjKfUaK0NDJrqVMMST2eQIYvsBMQNfX8dJBlI7NuNawCeJXYJamjEp2R+eWMI5oEECrKiZRD24qVmxKhGOWQVZ1EQkzojExgqGlIApBuWuzP8JlWxtiPhH6hwoX6uyMlgZTzwNOV+Yly2cvF/7xhovyWm7IwThSEdLHITzhWEc4TwWMmgCo+14RQwfStmE6JIFTp3Ko6BHv5y6uk12zYl43m3VW93SrjqKAaOkXnyEbXqI1uUQd1EUWP6Bm9ojfjyXgx3o2PRemaUfacoD8wPn8ACaiYTw==</latexit>

+Y
<latexit sha1_base64="YOBvZ2LL+njBirtdmbuBMxW5y/c=">AAACBHicbVDLSsNAFJ3UV62vqMtuBosgCCWpgl0W3LisYB/SlDKZ3rRDJw9mJkIJWbjxV9y4UMStH+HOv3GSZqGtBwYO59zXHDfiTCrL+jZKa+sbm1vl7crO7t7+gXl41JVhLCh0aMhD0XeJBM4C6CimOPQjAcR3OfTc2XXm9x5ASBYGd2oewdAnk4B5jBKlpZFZTZx8SOLyGFJ8jh2fqKnrJfdpOjJrVt3KgVeJXZAaKtAemV/OOKSxD4GinEg5sK1IDRMiFKMc0ooTS4gInZEJDDQNiA9ymOT7U3yqlTH2QqFfoHCu/u5IiC/l3Hd1ZXaiXPYy8T9vECuvOUxYEMUKArpY5MUcqxBnieAxE0AVn2tCqGD6VkynRBCqdG4VHYK9/OVV0m3U7Yt64/ay1moWcZRRFZ2gM2SjK9RCN6iNOoiiR/SMXtGb8WS8GO/Gx6K0ZBQ9x+gPjM8fCy6YUA==</latexit>

Some final details: 
 - residual connections make deeper (+X, +Y) make 
   deeper networks easier to learn. That’s why its there. 
 - “layer normalization” is used, which rescales and 
   “remeans” Y and F. This also makes training more 
   stable. 
 - to enable propagation of information over multiple 
   hops, and to learn more complex interactions, we 
   stack many of these layers on top of each other



• We have now built an encoder that uses attention 
to compute representations of words-in-context 

• We could replace the bidirectional encoder used in 
the previous section with this 

• But we now turn to how to build a “decoder” out of 
transformer components 

Transformer encoders



• Transformers can attend forwards and backward 

• This is what makes them powerful, but a language model can’t 
look into the future for words that haven’t been generated (at 
training time it could, but it wouldn’t help you at test time) 

• Trick: we will manipulate the attention so that words can only 
look to their left. Very simple tweak to the model: 

Transformer decoders

Y = reshape(softmax(XLRX
>)XP)O+X

 
Y = reshape(softmax(XLRX

> +M)XP)O+X
<latexit sha1_base64="fS1YIQaPcZPgr0hjjkbjp3h4bxk=">AAADAXicpVJNaxRBEO0Zv+L6tdGDBy+NixIRlpkoJBch4MWD4ipusrKzLj29Ndkm3dNDd010adqLf8WLB0W8+i+8+W/snYyJSTwIFjS8fq+KelVUXklhMUl+RvGZs+fOX1i52Ll0+crVa93V69tW14bDkGupzShnFqQoYYgCJYwqA0zlEnbyvcdLfWcfjBW6fIWLCiaK7ZaiEJxhoKar0c1MMZznhXvt6d1HtPkZ5QzYOavAr/0mrC5QsXctEfJHT1+O/BuXoa78vUNycISfe3qfHgqeZlkns8j4ngHpXNZ4D31mQZFQIDNGv/XeHfn5D0Oh8/EObc4z/69ep91e0k+aoKdB2oIeaWMw7f7IZprXCkrkklk7TpMKJ44ZFFyC72S1hSpMz3ZhHGDJFNiJazx6eicwM1poE16JtGH/rHBMWbtQechcmrQntSX5N21cY7E5caKsaoSSHzQqaklR0+U50JkwwFEuAmDciOCV8jkzjGM4mk5YQnpy5NNge72fPuivv3jY29ps17FCbpHbZI2kZINskSdkQIaER++jj9Hn6Ev8If4Uf42/HaTGUVtzgxyL+Psv3W/5lA==</latexit>

Here, , such that the pre-softmax attention “logits” 
are set to -infinity for all attention from position i to position j where 
j > i.

M 2 {�1, 0}n⇥n
<latexit sha1_base64="QcXDlpR83r1P7mKdxK4m26FI+CM=">AAACInicbVDLSgMxFM3UV62vqks3wSK40DJTBeuu4MaNUMGq0BlLJs20oZnMkNwRhjDf4sZfceNCUVeCH2Nau/B1IeRwzn2eMBVcg+u+O6WZ2bn5hfJiZWl5ZXWtur5xqZNMUdahiUjUdUg0E1yyDnAQ7DpVjMShYFfh6GSsX90ypXkiLyBPWRCTgeQRpwQs1aseG3/SxCjWL/yYwDCMzFlRYJ9L7Bu8b/8I8j3sYr+4MZYDHjONZdGr1ty6Own8F3hTUEPTaPeqr34/oVnMJFBBtO56bgqBIQo4Fayo+JlmKaEjMmBdCyWxcwIz2a7AO5bp4yhR9knAE/Z7hSGx1nkc2szxEfq3Nib/07oZRM3AcJlmwCT9GhRlAkOCx37hPleMgsgtIFRxuyumQ6IIBetqxZrg/T75L7hs1L2DeuP8sNZqTu0ooy20jXaRh45QC52iNuogiu7QA3pCz8698+i8OG9fqSVnWrOJfoTz8QljDqQa</latexit>



Unconditional LMs

likes<s> tom beer

likestom beer </s> Q = softmax(
 
Y R)

<latexit sha1_base64="k3AhzjUqTCufOL/FnvtF6csPCes=">AAACNHicbVDLSgQxEMz4dn2tevQSXAS9LDMq6EUQvAheVFwf7CxLJtujwWQyJD3qMsxHefFDvIjgQRGvfoOZdQVfBYFKdRfdXVEqhUXff/QGBoeGR0bHxisTk1PTM9XZuWOrM8OhwbXU5jRiFqRIoIECJZymBpiKJJxElztl/eQKjBU6OcJuCi3FzhMRC87QSe3qXqgYXkRxflDQLdr7GJVbHaNiN8VyaJHxSwMyDyXEyIzR10X+5Tkrii96WKxU2tWaX/d7oH9J0Cc10sd+u3ofdjTPFCTIJbO2GfgptnJmUHAJRSXMLKRuPjuHpqMJU2Bbee/ogi45pUNjbdxLkPbU746cKWu7KnKd5Y72d60U/6s1M4w3W7lI0gwh4Z+D4kxS1LRMkHaEAY6y6wjjRrhdKb9ghnF0OZchBL9P/kuOV+vBWn31YL22vdmPY4wskEWyTAKyQbbJLtknDcLJLXkgz+TFu/OevFfv7bN1wOt75skPeO8fAIKtbw==</latexit>

 
Y= reshape(softmax(XLRX

> +M)XP)O+X
<latexit sha1_base64="YmXO/5+gxR480YC4UH3KOdHxgwU=">AAACdHicbZHPbhMxEMa9S4ES/qVw4NAeDFGlIqRotyC1F6RKXDhQNUWkXZQNkdeZbaza65U9C0SWn4C348ZjcOm5TrqF0jKSpc+/+UaeGRe1FBaT5FcU31q5fefu6r3O/QcPHz3urj05sroxHIZcS22yglmQooIhCpSQ1QaYKiQcF6fvFvnjr2Cs0NUnnNcwVuykEqXgDAOadH/kFhk/NSBdLqFEZoz+5l2uGM6K0n32nr6ly5tRzoCdsRr81iWwukTFvrcg+LMPHzP/xeWoa09f0Uu871/+cQz+6oOrnsxPur2knyyD3hRpK3qkjcGk+zOfat4oqJBLZu0oTWocO2ZQcAm+kzcW6jAdO4FRkBVTYMduuTRPNwOZ0lKbcCqkS3q1wjFl7VwVwbno0F7PLeD/cqMGy92xE1XdIFT84qGykRQ1XfwAnQoDHOU8CMaNCL1SPmOGcQz/1AlLSK+PfFMcbffT1/3twze9vd12HatknbwgWyQlO2SPvCcDMiSc/I6eRTR6Hp3FG3Ev3rywxlFb85T8E3H/HFwIwXY=</latexit>

 
Y= reshape(softmax(

 
Y LR

 
Y

>
+M)

 
Y P)O+

 
Y

<latexit sha1_base64="8TPMm87DJh14jT63P3L0rZwWrq4=">AAAC73ichVLPaxQxFM6M1tb111aPXoKLUBGWmSrYi1DopQfFVdy2srMumeybbmgymSZvbJeQf8KLB0W8+u94878xO50FbYV9EPjyve/9yHvJKyksJsnvKL52fe3G+sbNzq3bd+7e627eP7C6NhyGXEttjnJmQYoShihQwlFlgKlcwmF+srfwH34CY4Uu3+O8grFix6UoBGcYqMlmtJZZZPzEgHSZhAKZMfrMu0wxnOWF++A9fUmbm1HOgJ2xCvzWkrC6QMXOWyLoV2d79W61xn90GerK06d0Sb/2T1bGLeEgaFv4psmxsuCk20v6SWP0Kkhb0COtDSbdX9lU81pBiVwya0dpUuHYMYOCS/CdrLZQhaLsGEYBlkyBHbtmX54+DsyUFtqEUyJt2L8jHFPWzlUelIse7WXfgvyfb1RjsTN2oqxqhJJfFCpqSVHTxfLpVBjgKOcBMG5E6JXyGTOMY/ginTCE9PKTr4KD7X76rL/99nlvd6cdxwZ5SB6RLZKSF2SX7JMBGRIeyehz9DX6Fp/GX+Lv8Y8LaRy1MQ/IPxb//ANMLfZZ</latexit>



Conditional LMs

likes<s> tom beer

likestom beer </s> Q = softmax(
 
Y R)

<latexit sha1_base64="k3AhzjUqTCufOL/FnvtF6csPCes=">AAACNHicbVDLSgQxEMz4dn2tevQSXAS9LDMq6EUQvAheVFwf7CxLJtujwWQyJD3qMsxHefFDvIjgQRGvfoOZdQVfBYFKdRfdXVEqhUXff/QGBoeGR0bHxisTk1PTM9XZuWOrM8OhwbXU5jRiFqRIoIECJZymBpiKJJxElztl/eQKjBU6OcJuCi3FzhMRC87QSe3qXqgYXkRxflDQLdr7GJVbHaNiN8VyaJHxSwMyDyXEyIzR10X+5Tkrii96WKxU2tWaX/d7oH9J0Cc10sd+u3ofdjTPFCTIJbO2GfgptnJmUHAJRSXMLKRuPjuHpqMJU2Bbee/ogi45pUNjbdxLkPbU746cKWu7KnKd5Y72d60U/6s1M4w3W7lI0gwh4Z+D4kxS1LRMkHaEAY6y6wjjRrhdKb9ghnF0OZchBL9P/kuOV+vBWn31YL22vdmPY4wskEWyTAKyQbbJLtknDcLJLXkgz+TFu/OevFfv7bN1wOt75skPeO8fAIKtbw==</latexit>

 
Y= reshape(softmax(XLRX

> +M)XP)O+X
<latexit sha1_base64="YmXO/5+gxR480YC4UH3KOdHxgwU=">AAACdHicbZHPbhMxEMa9S4ES/qVw4NAeDFGlIqRotyC1F6RKXDhQNUWkXZQNkdeZbaza65U9C0SWn4C348ZjcOm5TrqF0jKSpc+/+UaeGRe1FBaT5FcU31q5fefu6r3O/QcPHz3urj05sroxHIZcS22yglmQooIhCpSQ1QaYKiQcF6fvFvnjr2Cs0NUnnNcwVuykEqXgDAOadH/kFhk/NSBdLqFEZoz+5l2uGM6K0n32nr6ly5tRzoCdsRr81iWwukTFvrcg+LMPHzP/xeWoa09f0Uu871/+cQz+6oOrnsxPur2knyyD3hRpK3qkjcGk+zOfat4oqJBLZu0oTWocO2ZQcAm+kzcW6jAdO4FRkBVTYMduuTRPNwOZ0lKbcCqkS3q1wjFl7VwVwbno0F7PLeD/cqMGy92xE1XdIFT84qGykRQ1XfwAnQoDHOU8CMaNCL1SPmOGcQz/1AlLSK+PfFMcbffT1/3twze9vd12HatknbwgWyQlO2SPvCcDMiSc/I6eRTR6Hp3FG3Ev3rywxlFb85T8E3H/HFwIwXY=</latexit>

1. Build a representation of the target history 
2. Incorporate conditioning context by “attending to” 

the source context C.

 
Y= reshape(softmax(

 
Y LRC

>
)CP)O+

 
Y

<latexit sha1_base64="xGwKPWhUWMtIkfUUXhKehgRxR7w=">AAACxnichVFbaxQxFM6Ml9b1tuqjL8FFaBGWmSrYl0JhX/oguIrbVnbWJZM90w3NZUjOWJcQ8Df65oP/xex0Fmwr9EDgy/edy5eTspbCYZb9TtI7d+/d39p+0Hv46PGTp/1nz4+daSyHCTfS2NOSOZBCwwQFSjitLTBVSjgpz0dr/eQ7WCeM/oKrGmaKnWlRCc4wUvP+n8Ih4+cWpC8kVMisNRfBF4rhsqz81xDoAW1vVnkLbslqCDsbwpkKFfvRETH/9m4fPvuitR27LQIdBRq++QJNHXavCJuaUQgbOA67G/gx0Df09mHz/iAbZm3QmyDvwIB0MZ73fxULwxsFGrlkzk3zrMaZZxYFlxB6ReOgjkPZGUwj1EyBm/nWdqCvI7OglbHxaKQt+2+FZ8q5lSpj5tqju66tyf9p0war/ZkXum4QNL8cVDWSoqHrP6ULYYGjXEXAuBXRK+VLZhnH+PO9uIT8+pNvguO9Yf52uPfp3eBwv1vHNnlJXpEdkpP35JAckTGZEJ6MEpHYxKVHqU6b9OIyNU26mhfkSqQ//wIbJ+Us</latexit>



• Current state of the art 

• Good mix of computationally efficient and a reasonably effective model 

• Still many opportunities to improve things! 

• Low-rank approximations are one way to reduce parameters— there 
are many others. 

• Does every attention head have to sum to 1? Maybe sometimes certain 
heads should be turned off 

• Should attention be dense? Maybe it should be sparse. Maybe it 
should correlate with linguistic structure 

• Your ideas here…

Transformer Summary



Questions?



Thanks!

Obrigado!


