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NLP: Where do we stand?



Question Answering

• More than search

• Ask general comprehension 
questions of a document 
collection

• Can be really easy: “What’s 
the capital of Wyoming?”

• Can be harder: “Which 
painkillers don’t upset the 
stomach?”

• Can be open ended: “What 
are the main issues in the 
global warming debate?”

In 2005:In 2012:



Question Answering



No Understanding

But no understanding...



A “more involved” query…

frequent query



negationclass synonyms

… that fails



From Search to Inference

painkiller upset stomach

tylenol adverse effects

is-a a-kind-of

not

not

arg

arg

• The answers are there for search to find

• … if we can find and combine reliably

• … all the relevant evidence



Building a Repository

Find all Mentions of Entities in Documents
• Resolve Mentions to the Identities of the Entities
• Extract typed Relations between Entities
• Extract typed Attribute values for Entities



Semantic Annotation of Documents

President Barack Obama has been re-elected to a second term, defeating Republican challenger Mitt Romney. 
America's first black president secured more than the 270 votes in the electoral college needed to win. In his victory 
speech before supporters in Chicago, Mr Obama said he would talk to Mr Romney about "where we can work 
together to move this country forward". Mr Obama prevailed despite lingering dissatisfaction with the economy and a 
hard-fought challenge by Mr Romney.

His Democrats also retained their majority in the Senate, which they have held since 2007. The Republicans kept 
control of the House of Representatives, which analysts say will likely result in more of the gridlock that 
characterized Mr Obama's first term, with the House and the president at loggerheads on most legislation.

In his address, the president challenged his opponents, asking them to work with him. With only Florida's 29 electoral 
votes still undecided, Mr Obama won 303 electoral votes to Mr Romney's 206. The popular vote, which is 
symbolically and politically important but not decisive in the race, remains very close.

Mr Obama congratulated Mr Romney and Republican vice-presidential candidate Paul Ryan on their hard-fought 
campaign. "We have picked ourselves up, we have fought our way back and we know in our hearts that for the United 
States of America the best is yet to come," he said. Mr Obama said he was returning to the White House "more 
determined, and more inspired than ever about the work there is to do, and the future that lies ahead". He pledged to 
work with Republican leaders in Congress to reduce the government's budget deficit, fix the tax code and reform the 
immigration system.



Semantic Annotation of Documents



Traditional Supervised NLP

• Example: Syntactic analysis for English:
• Not solved, but accuracies are high
• 97% (or 90%?) for parts-of-speech
• 93% (or 83%?) for parse trees

New Task

Linguists Machine Learning

Treebank: 
2 million words

S

NP

P

She

VP

V

heard

NP

D

the

N

noise



Universal Tagging/Parsing

• Goal: high accuracy parsing in all languages with a 
single universal representation of syntax



Syntactic Processing for the Web

• Fast and accurate supervised parsing
• Many labeled resources are English only
• Nonetheless: Use them! [Rush & Petrov ’12]

• Weakly supervised domain adaptation
• Training data is not representative
• Learn from weak signals [Hall et al. ’11, Ganchev et al. ’12]

• Multilingual tagger and parser projection
• Will never have labeled resources for all languages
• Use parallel data to project information 

[Das & Petrov ’11, McDonald et al. ’11]



POS Accuracy (SANCL Shared Task)
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Parsing Accuracy (SANCL Shared Task)
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Tagging Search Queries

ADJ or NOUN?

Baseline Retrained

[Ganchev et al. ’12]

VERB NOUN NUM NOUN



Query Tagging Results
[Ganchev et al. ’12]
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The breaking bad case...

 

[ ]

Before After

Use freebase entries as features



Integrated Tagging & Parsing

• Sequential Markov Models have limitations:

• Ongoing work:
Search jointly over POS tags and parse trees.

* WRB VBZ DT

JJ

NN

NN

VB

?

* How does a bee fly ?

* WRB VBZ DT

JJ

NN

NN

VB

?

... ‘to coach kim’



Manual Intervention



Machine Translation Reordering

They
PRON

solved
VERB

the problem
DET NOUN

with
ADP

subject
object prep-object

prepositional-phrase

NOUN

statistics

• Source-side reordering for Japanese-English MT
[Collins et al. ’05]

• Dependency-based reordering for English-Japanese
[Xu et al. ’09]



Reordering Score

• Source-side reordering for Japanese-English MT

• Hand generated reordering data (English + Jenglish)
• ~ 10k sentences for Augmented Loss training
• ~ 6k evaluation sentences

• Score based on reordering penalty of METEOR

• Very well correlated with human eval scores.

reorder-score =

# chunks� 1

# unigrams matched� 1

reorder-loss = 1� reorder-score

[Collins et al. ’05]

[Talbot et al. ’11]



EnJa Fuzzy Reordering Evolution

72

74.25

76.5

78.75

81

0 1 2 3 4 5 6 7 8 9 10

Jan’10 Mar’10 Jun’10 Aug’10 Sep’10 Oct’10 Dec’10 Jan’11 May’11 May’11 Jun’11

Uptraining
[Petrov et al. ’10]

Targeted Uptraining
[Katz-Brown et al. ’11]

Beam Search

case-insensitive

More Data

Augmented Loss
[Hall et al. ’11]



EnJa Fuzzy Reordering Evolution
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Beam Search



Retrospective Analysis
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Standard Perceptron Training

Standard Perceptron

� = � + ⇥(y⇤)� ⇥(y)

y = argmax

y�Y
x

w · �(y)

x = John likes Mary

y* =

Y
x

...



Augmented Loss (Online) Training

Trainer

x1,y1

x2,y2

xi,yi

xn,yn

...
...

Intrinsic Data

Intrinsic: supervised training 
data/objective

Extrinsic: downstream task 
which “uses” outputs of model

y 2 Y
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x’2,y’2

x’i,y’i

x’n,y’n

...
...

Extrinsic Data

x1,y1
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y0 2 Y 0

Y 6= Y 0

l(ŷi, y
0
i) ŷ 2 Y

Similar to [Chang et al. ’08, McAllester et al. ’10]

[Hall et al. ’11]



Augmented Loss Perceptron
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Similar to [Chang et al. ’08, McAllester et al. ’10]
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Syntactic Transfer
• Learn parsers for resource-poor 

languages from resource-rich 
languages

• Hwa et al. 2005 and earlier

-RKQ���OLNHV���0DU\
1281����9(5%�����1281

English Treebank

Syntactic
Transfer

...

Dictionaries:



Cross-Lingual Projection

The food at Google is good .

automatic labels from supervised tagger, 96% accuracy

DET NOUN ADP NOUN VERB ADJ .

Das Essen ist gut bei Google .

[Das & Petrov ’11, Täckström et al. ’13]

automatic
word

alignments

NOUN ADJ
ADV ADP

tags from
wiktionary



Type and Token Constraints

          
          







 











 



    





Figure 1: Lattice representation of the inference search space Y(x) for an authentic sentence in Swedish (“The farming
products must be pure and must not contain any additives”), after pruning with Wiktionary type constraints. The
correct parts of speech are listed underneath each word. Bold nodes show projected token constraints ỹ. Underlined
text indicates incorrect tags. The coupled constraints lattice b

Y(x, ỹ) consists of the bold nodes together with nodes for
words that are lacking token constraints; in this case, the coupled constraints lattice thus defines exactly one valid path.

for resource-poor languages.
In contrast, Das and Petrov (2011) automatically

create type-level tag dictionaries by aggregating
token-level information extracted from bitext. To
handle the noise in these automatic dictionaries, they
use label propagation on a similarity graph to smooth
(and also expand) the label distributions. While their
approach produces good results and is applicable to
resource-poor languages, it requires a complex multi-
stage training procedure including the construction
of a large distributional similarity graph.

Recently, Li et al. (2012) presented a simple and
valuable alternative: crowdsourced dictionaries from
Wiktionary. While noisy and potentially spotty in
places, Wiktionary dictionaries are available for 170
languages.2 Furthermore their quality and coverage
is growing continuously (Li et al., 2012). By in-
corporating type constraints from Wiktionary into
the feature-based HMM of Berg-Kirkpatrick et al.
(2010), Li et al. (2012) were able to obtain the best
published results in this setting, slightly surpassing
the results of Das and Petrov (2011) on eight Indo-
European languages.

2.3 Coupled Constraints
Rather than relying exclusively on either token or
type constraints, we propose to use both in comple-
mentary ways when training our models. For each
sentence in our training set, a lattice of possible tag
sequences is constructed as follows:

1. For each token whose type is not in the tag dic-
2http://meta.wikimedia.org/wiki/Wiktionary – October 2012.

tionary, we allow the entire tag set.
2. For each token whose type is in the tag dictio-

nary, we prune all tags not licensed by the dictio-
nary and mark the token as dictionary-pruned.

3. For each token that has a tag projected via a
high-confidence bidirectional word alignment:
if the projected tag is still present in the lattice,
then we prune every tag but the projected tag for
that token; if the projected tag is not present in
the lattice, which can only happen for dictionary-
pruned tokens, then we ignore the projected tag.

Figure 1 provides a running example. The lattice
shows tags permitted after constraining the words
to tags licensed by the dictionary (until Step 2 from
above). There is only a single token “Jordbrukspro-
dukterna” (“the farming products”) not in the dic-
tionary where the lattice permits the full set of tags.
With token-level projections (Step 3; nodes with bold
border in Figure 1), the lattice can be further pruned.
In most cases with token constraints, the projected
tag is both correct and is in the dictionary-pruned lat-
tice. We thus successfully disambiguate such tokens
and shrink the search space substantially.

There are two cases we highlight in order to show
where our model can break. First, for the token
“Jordbruksprodukterna”, the erroneously projected
tag ADJ will eliminate all other tags from the lat-
tice, including the correct tag NOUN. Second, the
token “några” (“any”) has a single dictionary entry
PRON and is missing the correct tag DET. In the case
where DET is the projected tag, we will not add it
to the lattice and simply ignore it. This is because
the tag dictionary can be trusted more than the tags

•  the lattice is constructed using a tag dictionary
•  bold nodes show projected tokens
•  underlines indicate incorrect tags

[Täckström et al. ’13]



Hidden CRF Model

          
          







 











 



    





Figure 1: Lattice representation of the inference search space Y(x) for an authentic sentence in Swedish (“The farming
products must be pure and must not contain any additives”), after pruning with Wiktionary type constraints. The
correct parts of speech are listed underneath each word. Bold nodes show projected token constraints ỹ. Underlined
text indicates incorrect tags. The coupled constraints lattice b

Y(x, ỹ) consists of the bold nodes together with nodes for
words that are lacking token constraints; in this case, the coupled constraints lattice thus defines exactly one valid path.

for resource-poor languages.
In contrast, Das and Petrov (2011) automatically

create type-level tag dictionaries by aggregating
token-level information extracted from bitext. To
handle the noise in these automatic dictionaries, they
use label propagation on a similarity graph to smooth
(and also expand) the label distributions. While their
approach produces good results and is applicable to
resource-poor languages, it requires a complex multi-
stage training procedure including the construction
of a large distributional similarity graph.

Recently, Li et al. (2012) presented a simple and
valuable alternative: crowdsourced dictionaries from
Wiktionary. While noisy and potentially spotty in
places, Wiktionary dictionaries are available for 170
languages.2 Furthermore their quality and coverage
is growing continuously (Li et al., 2012). By in-
corporating type constraints from Wiktionary into
the feature-based HMM of Berg-Kirkpatrick et al.
(2010), Li et al. (2012) were able to obtain the best
published results in this setting, slightly surpassing
the results of Das and Petrov (2011) on eight Indo-
European languages.

2.3 Coupled Constraints
Rather than relying exclusively on either token or
type constraints, we propose to use both in comple-
mentary ways when training our models. For each
sentence in our training set, a lattice of possible tag
sequences is constructed as follows:

1. For each token whose type is not in the tag dic-
2http://meta.wikimedia.org/wiki/Wiktionary – October 2012.

tionary, we allow the entire tag set.
2. For each token whose type is in the tag dictio-

nary, we prune all tags not licensed by the dictio-
nary and mark the token as dictionary-pruned.

3. For each token that has a tag projected via a
high-confidence bidirectional word alignment:
if the projected tag is still present in the lattice,
then we prune every tag but the projected tag for
that token; if the projected tag is not present in
the lattice, which can only happen for dictionary-
pruned tokens, then we ignore the projected tag.

Figure 1 provides a running example. The lattice
shows tags permitted after constraining the words
to tags licensed by the dictionary (until Step 2 from
above). There is only a single token “Jordbrukspro-
dukterna” (“the farming products”) not in the dic-
tionary where the lattice permits the full set of tags.
With token-level projections (Step 3; nodes with bold
border in Figure 1), the lattice can be further pruned.
In most cases with token constraints, the projected
tag is both correct and is in the dictionary-pruned lat-
tice. We thus successfully disambiguate such tokens
and shrink the search space substantially.

There are two cases we highlight in order to show
where our model can break. First, for the token
“Jordbruksprodukterna”, the erroneously projected
tag ADJ will eliminate all other tags from the lat-
tice, including the correct tag NOUN. Second, the
token “några” (“any”) has a single dictionary entry
PRON and is missing the correct tag DET. In the case
where DET is the projected tag, we will not add it
to the lattice and simply ignore it. This is because
the tag dictionary can be trusted more than the tags

•  train using: 
• type- and token-constrained lattice as observation
• type-constrained lattice as the normalizer



Danish Dutch German Greek Italian Portugues Spanish Swedish Average
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Delexicalized Parser

Delexicalized Parser Transfer
[Zeman and Resnik ’08]

...
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Delexicalized Transfer
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Projected Transfer

• Pioneered by Hwa et al. ’05
• Many studies since: Ganchev et al. ’09, Smith & Eisner ’09, 

Spreyer et al. ’09,’10, etc.

• Project English parses via word aligned parallel data.
• Use automatic word alignments.
• Derive new gold trees or partial tree constraints.

• Use information about language typology (SOV vs VOS)

...
en el en el en el
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Confidence Estimation



Confidence Estimation

• Sometimes it is possible to say: “I don’t know”

• Ten blue links are better than triggering an incorrect 
answer 

• The (English) web is redundant:
• Skip examples with low confidence predictions
• Discount low-confidence contradicting predictions



Segmentation / Morphology

dámelo    dámelo    



VERB  PRON  PRON

dámelo    

dá  -  me  -  lo

POS?

Russian,
Turkish,
Finnish,

...

Segmentation / Morphology



Learning from Indirect Signals

Labeled Data

Unlabeled Data

Learning & Modeling

Structured Data

Ewok



Hypothesis

• Understanding arises from machine learning of 
relationships implicit in web content and use
• Some expert annotation may be needed to start

• Most evidence is not explicitly
annotated: text “in the wild”

• Aggregate information from multiple
unstructured sources into a 
structured “knowledge base”

• Exploit user interactions and 
implicit user feedback

[Based on slide from Fernando Pereira]

Systems

Users

Data



Difficult “fuzzy” Queries

[Query suggested by Jakob Uszkoreit]



Difficult “fuzzy” Queries

[Query suggested by Percy Liang]



One day... (hopefully soon)

Best Guess:



Questions?


